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Abstract 

Deep wastewater injection-induced seismicity has led to over a thousand moment magnitude (Mw) > 3 

earthquakes and four Mw>5 earthquakes in Oklahoma over the last ten years. The 3 September 2016, Mw5.8 

Pawnee, Oklahoma, earthquake was the first induced seismic event worldwide, that the authors are aware 

of, where liquefaction was observed and documented, raising concerns regarding the liquefaction risk posed 

by future induced earthquakes. Although the stress-based “simplified” liquefaction evaluation procedure is 

the most widely used approach to evaluate liquefaction potential worldwide, the procedure is semi-

empirical, with empirical aspects primarily derived from data from moderate-sized tectonic earthquakes in 

active shallow-crustal tectonic regimes (e.g., California, Japan, and New Zealand). Several studies have 

found that the ground motions from induced earthquakes have different characteristics than those from 

natural tectonic earthquakes. Additionally, the geologic/soil profiles in areas of the U.S. experiencing high 

rates of induced seismicity (e.g., Oklahoma) differ from profiles used to develop the most widely used 

variants of the simplified procedure. Accordingly, it is uncertain whether the depth-stress reduction factor 

(rd) and Magnitude Scaling Factor (MSF) relationships used in existing simplified liquefaction evaluation 

procedures are suitable for use with induced earthquakes in Oklahoma and neighboring states. This is 

because both rd, which accounts for the non-rigid response of the soil profiles to shaking, and MSF, which 

accounts for durational effects of shaking on liquefaction triggering, are affected by ground motion and soil 

profile characteristics. 

This study addresses these issues by developing rd and MSF relationships specific to wastewater injection-

induced seismicity in Oklahoma, Texas, and Kansas. This approach, based on methods used in Green et al. 

(2017, 2020) to develop analogous liquefaction triggering models for evaluating liquefaction potential in 

the central and eastern United States and the Groningen region of the Netherlands, involved performing 

numerical site response analyses using induced ground motions and soil profiles from Oklahoma, Texas, 

and Kansas. The generated data were regressed to develop regional induced seismicity-specific rd and MSF 

relationships that can be used to estimate normalized cyclic stress ratio (CSR*) in the context of existing 

liquefaction evaluation procedures to estimate the liquefaction potential from induced earthquakes. To 

assess the efficacy of the new liquefaction triggering model, detailed site characterizations were performed 

at several sites that experienced intense shaking and liquefaction triggering during the 3 September 2016, 

Mw5.8 Pawnee, OK, earthquake. Liquefaction potential was evaluated at these sites using the new 

liquefaction triggering model, as well as existing models developed for tectonic events. These predictions 

were then compared to field observations made following the Pawnee earthquake to evaluate the 

liquefaction evaluation models. At most locations evaluated, predictions from the new model were more 

consistent with the observed severity of liquefaction than were predictions from existing models, which 
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tended to over-predict the severity of liquefaction. This suggests that the new liquefaction hazard 

assessment model developed herein can provide more accurate assessments of the liquefaction hazard of 

induced earthquakes in Oklahoma, Texas, and Kansas than the widely used models developed from data 

from tectonic events. 
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1 Introduction and Objectives 

Deep wastewater disposal into injection wells has led to a significant increase in seismicity in areas where 

oil and gas production are prevalent such as Oklahoma, Kansas, and Texas. Although recent regulations 

enacted to limit wastewater injection volumes in Oklahoma have led to reductions in regional seismicity, 

over 60 earthquakes with moment magnitudes (Mw) of three or greater occurred in 2019, which is still 60 

times the natural tectonic rate of about one Mw ≥ 3 earthquake per year in the state (Langenbruch and Zoback 

2016; U.S. Geologic Survey 2020a). Additionally, although the number of Mw ≥ 3 earthquakes has been 

decreasing since 2015 when wastewater injection was scaled back, some of the largest events, including 

the 2016 Mw5.8 Pawnee, OK earthquake, have occurred since that time. This is consistent with observations 

made in other regions impacted by induced seismicity, where elevated levels of seismic activity have 

persisted for years after the conclusion of the inducing activities and where some of the largest induced 

events have occurred after operations have ceased (Ellsworth 2013). This dramatic increase in seismicity is 

of particular concern because it is occurring primarily in historically aseismic areas where building codes 

and construction methods have not traditionally accounted for higher levels of seismicity. This means that 

infrastructure in these areas may be more susceptible to damage caused by ground shaking. Although most 

earthquakes induced by deep wastewater injection in Oklahoma have been small, larger events have resulted 

in structural damage and, of particular interest to this study, liquefaction (Clayton et al. 2016; Kolawole et 

al. 2017). In addition to damages caused by induced earthquakes in Oklahoma, potentially-induced events 

worldwide such as the 2017 Mw5.5 Pohang, South Korea, earthquake and the 25 February 2019 ML4.9 

Sichuan, China earthquake have led to injuries, extensive liquefaction, and significant economic losses 

(Choi et al. 2019; Yang et al. 2020). Observations of liquefaction during the 2016 Pawnee, OK earthquake 

and other induced events highlight the need to develop a suitable framework for accurately assessing the 

liquefaction risk associated with induced seismicity.  

Although the stress-based “simplified” liquefaction evaluation procedure (Whitman 1971; Seed and Idriss 

1971) is the most widely used approach for evaluating liquefaction potential worldwide, the procedure is 

semi-empirical, with the empirical aspects of it derived from data from moderate-sized tectonic earthquakes 

in active shallow-crustal tectonic regimes (e.g., California, Japan, and New Zealand). As a result, the 

suitability of this procedure to evaluate the liquefaction hazard due to induced seismicity in stable 

continental tectonic regimes is uncertain. Several studies have shown that ground motions from induced 

earthquakes may have different characteristics than those from natural tectonic earthquakes (e.g., Bommer 

et al. 2016; Hough 2014; Novakovic et al. 2018; Zalachoris and Rathje 2019). Additionally, the geologic 

profiles and soil deposits in areas in the US experiencing the highest rate of induced seismicity (e.g., 

Oklahoma) differ from those used to develop the empirical aspects of the most widely used variants of the 
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simplified procedure. This, in combination with the generally smaller magnitudes of induced earthquakes, 

raises questions about whether the depth-stress reduction factor (rd) and Magnitude Scaling Factor (MSF) 

relationships used in existing simplified liquefaction evaluation procedures for estimating normalized 

Cyclic Stress Ratio (CSR*) are suitable for use with induced earthquakes. This is because both rd, which 

accounts for the non-rigid response of the soil profiles to shaking, and MSF, which accounts for shaking 

duration on liquefaction triggering, are affected by ground motion and soil profile characteristics.  

The objective of this study is to develop and test a new liquefaction triggering model for evaluating 

liquefaction potential of soils subjected to ground motions from induced earthquakes in Oklahoma, Texas, 

and Kansas. The approach used to develop this model was based upon the methods used in Green et al. 

(2017, 2020) to develop analogous liquefaction triggering models for evaluating the liquefaction potential 

due to tectonic earthquakes in the central and eastern United States (CEUS) and due to induced earthquakes 

resulting from natural gas extraction in the Groningen region of the Netherlands. This approach involved 

developing new regional induced seismicity-specific rd and MSF relationships for calculating CSR* within 

the context of existing liquefaction evaluation procedures. The new rd and MSF relationships were 

developed using induced ground motion recordings from the Oklahoma region and representative soil 

profiles from liquefaction-susceptible sites in the region. The motions and profiles were used in numerical 

site response analyses, performed using the program ShakeVT2 (Lasley et al. 2014; Thum et al. 2019), to 

generate profiles of rd and number of equivalent cycles (neq) for each motion/profile combination. Statistical 

analysis of the generated data was then used to regress the new rd and MSF relationships for use with 

wastewater injection-induced seismic ground motions in Oklahoma, Texas, and Kansas.  

To assess the efficacy of the modified relationships, sites that experienced intense shaking during the 3 

September 2016, Mw5.8 Pawnee, OK, earthquake were evaluated using the new liquefaction triggering 

models as well as existing models developed for tectonic events. Predictions were then compared to field 

observations of liquefaction response made following the Pawnee event to validate the new model and 

evaluate the utility of existing models for predicting the liquefaction triggering during induced earthquakes. 

Towards this end, detailed geotechnical site characterizations were performed at sites where evidence of 

liquefaction was and was not observed during the Pawnee event. The field testing included seismic Cone 

Penetration Tests (sCPT), Multichannel Spectral Analysis of Surface Waves (MASW) tests, and 

Horizontal-to-Vertical Spectral Ratio (HVSR) tests.  

This report will first present additional background on induced seismicity, differences between induced and 

tectonic ground motions, and the applicability of existing liquefaction triggering models to evaluate the 

liquefaction hazard from induced earthquakes. Results of the site characterization for the Pawnee 

earthquake will then be presented. Next, the procedures used to develop the new liquefaction triggering 
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model for induced seismicity will be described, and the proposed model will be presented. Finally, the 

results of the model validation and conclusions drawn from this study will be discussed.  

2 Background 

2.1 Induced Seismicity 

Induced seismicity refers to seismic events caused by human activity. Human activities that may induce 

earthquakes include fracking, oil and gas extraction, wastewater injection, carbon capture and storage, and 

reservoir filling. These activities cause changes in pore pressures and stresses on existing faults, which can 

lead to fault rupture (Ellsworth 2013; Foulger et al. 2018). Wastewater injection affects pore pressures and 

stresses in several ways including (Rubinstein and Mahani 2015): 

1. Injection pressure raises pore pressure within a fault.  

2. Injection of fluids fills and compresses fluids within pore spaces causing deformation.  

3. Injection of fluid colder than the rock causes thermo-elastic deformation.  

4. Injected fluid adds mass to the formation in which the fluid is injected.  

Several studies have indicated that most faults in the earth’s crust are nearly critically stressed (e.g., Foulger 

et al. 2018; Zoback and Zoback 1980). This suggests that even minor changes to pore pressures, confining 

stress, or shear stresses resulting from human activity can lead to fault rupture (Foulger et al. 2018). 

Ruptures triggered by anthropogenic activities can lead to the release of both induced stresses and pre-

existing tectonic stresses. Thus, the seismic energy released during induced events can be significantly 

larger than that due to the induced stress changes themselves (McGarr et al. 2002). This led Mitchell and 

Green (2017) to distinguish between “triggered” anthropogenic earthquakes, which primarily release pre-

existing tectonic stresses, and “induced” anthropogenic earthquakes, which primarily release induced 

stresses. In practice, it is difficult to distinguish between the two, and both are generally referred to as 

“induced” earthquakes (Foulger et al. 2018). This is the convention used herein. 

The use of fracking for shale gas development has grown extensively over the last couple of decades. 

Fracking consists of drilling a hole vertically to up to a few thousand meters deep and then horizontally for 

a distance up to 3000 m. A mixture of water, chemicals and sand is then pumped under high pressure to 

hydraulic fracture points successively in stages. Some of the sand, referred to as “proppant,” is retained in 

the fractured shale joints and cracks to keep them open to facilitate the escape of gas into the well for 

removal. Several million gallons of water may be required to complete the process for any single well, and 
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comparable amounts of return wastewater are collected at the well-head and either treated or stored in tanks 

for reinjection into wastewater disposal wells. 

The volume of wastewater injected into a single disposal well is typically many times greater than the 

volume of water used in a fracking well. Large volumes of wastewater produced by fracking, as well as 

wastewater from other oil and gas production processes, mining, and industrial operations are injected into 

the subsurface through disposal wells. The US currently has approximately 150,000 Class II disposal wells 

(i.e., disposal wells for wastewater from oil and gas production). The rates of fluid injection range from 

about 100 barrels to more than 100 million barrels per month. Increasing numbers of felt induced seismic 

events are being reported as either caused by or likely related to these wells.  

Although fracking itself generally results in small earthquakes, wastewater injection has led to over nine 

M≥4.8 events in Oklahoma including the Mw5.8 2016 Pawnee, OK earthquake, which was the strongest 

recorded earthquake in Oklahoma history and is one of the largest recorded earthquakes in the CEUS in the 

last 70 years (Tiwari and Rathje 2018). Wastewater injection in Oklahoma and surrounding areas has led 

to a dramatic increase in seismicity over the last decade. This is illustrated in Figure 1, which shows a 

cumulative count of M3+ earthquakes in the CEUS since 1973. While the rate of M3+ earthquakes was 

fairly constant between 1973 and 2009, the rate of M3+ earthquakes dramatically spiked after 2009, 

particularly in areas where wastewater injection is most prevalent. As noted above, regulations enacted to 

limit wastewater injection volumes in Oklahoma have led to reductions in regional seismicity, but the rate 

of M3+ earthquakes in Oklahoma is still roughly 60 times the natural tectonic rate. Additionally, although 

the number of M3+ earthquakes has been decreasing since 2015, some of the largest events, including the 

2016 Mw5.8 Pawnee, OK earthquake, have occurred since that time.  

While wastewater injection-induced events are generally centered near injection sites, elevated pore 

pressures induced by wastewater injection migrate through the subsurface and can trigger events at 

substantial distances from the injection point. Induced events have been observed up to 90 km from the 

actual injection site (Peterie et al. 2018). Additionally, as the pressure front migrates away from injection 

sites, the potential for large earthquakes may increase with time due to greater number of faults affected by 

the pressure front (Keranen et al. 2014). This can even lead to the reactivation of historically dormant faults 

(McNamara et al. 2015). Even though injection operations in a given well may cease, elevated pore 

pressures in the subsurface may remain for years following the end of operations and some of the largest 

induced events have occurred after operations have ceased (Ellsworth 2013; Johann and Shapiro 2020; 

Peterie et al. 2018; Pollyea et al. 2019).  
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Figure 1. Annual number of earthquakes with a magnitude of 3.0 or larger in the central and 

eastern United States, 1970–2019. (U.S. Geologic Survey 2020b) 

 

2.2 Differences Between the Ground Motion Characteristics of Induced and Tectonic Earthquakes 

Several studies have noted differences between the ground motion characteristics of tectonic and induced 

earthquakes (e.g., Bommer et al. 2016; Hough 2014; Novakovic et al. 2018; Zalachoris and Rathje 2019). 

However, although various studies have noted these differences, there is some debate over what causes 

these differences. Several studies have suggested that the stress drops associated with induced events are 

lower than those of similarly-sized tectonic earthquakes (e.g., Boyd et al. 2017; Hough 2014; Sumy et al. 

2017). Other studies have found that there is no significant difference in the observed stress drops for 

induced versus tectonic events once rupture depth, faulting mechanism, and other factors are taken into 

account (e.g., Cramer 2017; Huang et al. 2017; Kaski and Atkinson 2017; Wu et al. 2018; Yenier et al. 

2017; Zhang et al. 2016). As an example, Huang et al. (2017) found that stress drops for induced 

earthquakes tend to be lower than the average stress drops for tectonic events in the CEUS. However, they 
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also found that the stress drops of induced-earthquakes in OK, which are predominantly strike-slip, are, in 

fact, comparable to the stress drops of tectonic earthquakes occuring in the central US that have similar 

rupture mechanisms and focal depths. These stress drops are approximately 3 to 6 times less than the stress 

drops of earthquakes in the eastern US, which predominantly occur on reverse faults. Based on this, Huang 

et al. (2017) concluded that stress drops of induced and tectonic events are similar if focal depth and faulting 

mechanism are properly considered. Stress drops of events in Oklahoma, as with CEUS events in general, 

tend to be higher than for events in the western United States (WUS) (Atkinson 2020; Cramer 2017). 

However, some studies have noted that for shallow earthquakes (focal depths of ~5 km or less), stress drops 

for CEUS earthquakes are similar to those in the WUS (Atkinson and Assatourians 2017; Cramer 2017). 

Although stress drops may be similar for induced and tectonic earthquakes with the same focal depth and 

focal mechanism, induced earthquakes in Oklahoma generally have shallower focal depths than tectonic 

earthquakes in the CEUS (e.g., Huang et al. 2017; Zalachoris and Rathje 2019). As a result, induced events 

in Oklahoma tend to have lower stress drops, on average, than tectonic events. Smaller stress drops are 

generally associated with smaller spectral accelerations (Jeong et al. 2020). However, several studies (e.g., 

Novakovic et al. 2018; Zalachoris and Rathje 2019) have noted that, for some magnitudes, hypocentral 

distances (Rhyp), and frequencies, induced events in Oklahoma can result in larger spectral accelerations 

than would be expected for similarly-sized tectonic earthquakes.   

Zalachoris and Rathje (2019) and Novakovic et al. (2018) both developed ground motion prediction 

equations (GMPEs) specific to induced seismicity in Oklahoma, Texas, and Kansas. Novakovic et al. 

(2018) found that for small events (Mw ≈ 4) and high frequencies (> 3 Hz), response spectral acceleration 

(5% damped pseudo-spectral acceleration, PSA) amplitudes for induced events in Oklahoma were similar 

to those predicted by the Yenier and Atkinson (2015) GMPE for tectonic events in the central and eastern 

North America (CENA). However, for low frequencies, induced events were found to have higher PSA 

amplitudes for these smaller events. This was attributed to amplification effects associated with regional 

geology. Novakovic et al. (2018) found that for higher magnitude events (Mw ≥ 5), PSA of induced ground 

motions was larger than predicted for tectonic ground motions, especially at high frequencies. They 

attribute this to differences in magnitude and depth dependence of the stress parameter. Zalachoris and 

Rathje (2019) found that for large magnitudes and oscillator periods (T) < 1.0 s, their model for induced 

earthquakes tended to predict smaller ground motions than their reference GMPE for the CENA (Hassani 

and Atkinson 2015). This is consistent with the smaller stress drops of induced earthquakes. However, 

Zalachoris and Rathje (2019) note that for Rhyp < 20 km, spectral accelerations predicted for induced ground 

motions were larger than those predicted by the CENA model. This was observed at all periods with the 

largest differences observed for T ≤ 0.1 s. Zalachoris and Rathje (2019) attribute this to the close proximity 

of these events to the ground surface. The close proximity of the rupture plane to the ground surface tends 
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to offset the lower stress drops, resulting in more intense shaking in the epicentral region but more rapid 

attenuation with lateral distance than shaking from tectonic events or deeper induced events (Atkinson 

2020; Zalachoris and Rathje 2019). 

Zalachoris and Rathje (2019) also found that ground motion amplification for time-averaged small-strain 

shear wave velocity of the upper 30 m (Vs30) values less than 600 m/s is lower in Oklahoma than predicted 

by the Hassani and Atkinson (2015) GMPE. They attribute this weaker scaling with Vs30 to the generally 

moderate soil depths at sites in Texas, Oklahoma, and Kansas (Zalachoris et al. 2017), which leads to 

weaker Vs30 scaling, even at sites with small Vs30. Similarly, Novakovic et al. (2018) observed that average 

site amplification relative to National Earthquake Hazards Reduction Program (NEHRP) B/C site 

conditions (Vs30 = 760 m/s) (American Society of Civil Engineers 2010) was close to zero for the sites used 

in their study. However, they found that individual sites still exhibited peak amplifications greater than a 

factor of 2 at certain frequencies, particularly in the 2-8 Hz frequency range.  

Several of the differences noted above are illustrated in Figure 2. This figure shows 5% damped PSA for 

the Zalachoris and Rathje (2019) and Novakovic et al. (2018) GMPEs for induced earthquakes in 

Oklahoma, the Hassani and Atkinson (2015) GMPE for tectonic events in the CEUS, and the Boore et al. 

(2014) GMPE for tectonic events in the WUS. Spectra are shown for Mw 4, 5, and 5.8, Rhyp of 5 and 30 km, 

and Vs30 = 760 m/s. The Novakovic et al. (2018) GMPE was implemented using the depth-dependent stress 

drop model based on the median focal depth of induced earthquakes in Oklahoma (~5 km). Updated model 

coefficients were used as presented in the paper erratum (Novakovic et al. 2020). As shown in Figure 2, for 

small Rhyp and Mw4.5 and Mw5, spectral accelerations are higher for induced earthquakes than for tectonic 

earthquakes across all periods. This difference is much smaller for Mw5.8, with the Zalachoris and Rathje 

(2019) GMPE actually predicting slightly smaller ground motions than the Hassani and Atkinson (2015) 

GMPE for T < 0.1 s. For Rhyp = 30 km, induced earthquake ground motions tend to exhibit similar or smaller 

spectral accelerations than tectonic earthquakes in the CEUS at all magnitudes and periods. This effect is 

more pronounced for the Zalachoris and Rathje (2019) GMPE. Although it predicts lower spectral 

accelerations for Mw > 5 and T < 0.1 s, the Novakovic et al. (2018) GMPE still predicts slightly higher 

spectral accelerations than the Hassani and Atkinson (2015) GMPE for T > 0.1 s. For both Rhyp = 10 km 

and Rhyp = 30 km, spectral accelerations for both induced and tectonic ground motions in the CEUS tend to 

exceed WUS values predicted by the Boore et al. (2014) GMPE. This difference is particularly pronounced 

for small Rhyp, smaller magnitudes, and shorter periods (T ≲ 0.2 s).  

Figure 3 provides a comparison of site amplification scaling with Vs30 for the Zalachoris and Rathje (2019) 

and Hassani and Atkinson (2015) GMPEs. As noted by Zalachoris and Rathje (2019), spectral accelerations 

for induced events in Oklahoma do not scale as strongly with Vs30 as predicted for CENA tectonic events 
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by Hassani and Atkinson (2015). As shown in Figure 3, spectral accelerations for induced ground motions 

tend to be similar for Vs30 = 200 m/s and 760 m/s, while spectral accelerations for tectonic ground motions 

increased with decreasing Vs30. These trends are generally consistent for all periods and magnitudes shown. 

However, some stronger scaling was observed for Mw = 5.8 and T = 0.05 to 0.5 s with smaller spectral 

accelerations observed for Vs30 = 200 m/s.  

 

Figure 2. 5% damped PSA for Mw 4, 5, and 5.8, Rhyp of 5 and 30 km, and Vs30 = 760 m/s based on 

the Zalachoris and Rathje (2019) and Novakovic et al. (2018) GMPEs for induced earthquakes in 

Oklahoma, the Hassani and Atkinson (2015) GMPE for tectonic events in the CEUS, and the Boore 

et al. (2014) GMPE for tectonic events in the WUS.  
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Figure 3. Comparison of Vs30 scaling for Zalachoris and Rathje (2019) GMPE for induced 

earthquakes in OK and Hassani and Atkinson (2015) GMPE for tectonic events in the CEUS for 

Mw 4, 5, and 5.8, Rhyp of 10 km, and Vs30 of 200 m/s and 760 m/s. 

 

In addition to differences in spectral accelerations, there may be differences in the duration of shaking of 

induced versus tectonic events which may impact liquefaction triggering. Oklahoma and the CEUS 

generally are considered stable continental tectonic regimes while the WUS is considered an active crustal 

regime. As noted previously, most liquefaction evaluation methods (e.g., Boulanger and Idriss 2014) were 

developed primarily for active shallow-crustal earthquakes. Boore and Thompson (2015) found that ground 

motion duration increases with distance at a much faster rate in stable continental regions than in active 

crustal regions. This is illustrated by Figure 4, which presents path duration models for western North 

America (WNA) (Boore and Thompson 2014) and eastern North America (ENA) (Boore and Thompson 

2015). In the Boore and Thompson (2014, 2015) ground motion duration models, 5 to 95% significant 

duration (t5-95) is computed by adding path duration, determined from the relationships plotted Figure 4, to 

source duration, which is a function of corner frequency. Although there are differences in source duration 

between ENA and WNA, for the small magnitude events relevant to induced events in Oklahoma, the path 

duration term is much longer than the source duration term (Boore and Thompson 2015). As a result, the 

trends shown in Figure 4 likely reflect the overall trends between t5-95 and source distance for events in the 

ENA and WNA.  

PGA 

PGA 
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Figure 4. Path duration vs. point source distance for ENA (Boore and Thompson 2015) and WNA 

(Boore and Thompson 2014) ground motions. 

Because of differences in spectral amplitude and ground motion duration between induced events in 

Oklahoma and tectonic events in the CEUS and WUS, it is likely that the damage potential of these events 

will differ. As a result, liquefaction evaluation procedures developed for tectonic earthquakes, particularly 

tectonic earthquakes in active crustal regions, may not be suitable for evaluating the liquefaction triggering 

potential from induced earthquakes. 

2.3 Existing Liquefaction Triggering Models and Their Applicability to Induced Seismicity 

Several methods exist for evaluating liquefaction triggering in soils due to tectonic ground motions. The 

most commonly used approach is the stress-based “simplified” liquefaction evaluation procedure (Whitman 

1971; Seed and Idriss 1971). This method evaluates liquefaction triggering in a soil by comparing the 

imposed seismic demand in terms of the cyclic stress ratio (CSR) to the liquefaction resistance of the soil 

to cyclic stresses in terms of the cyclic resistance ratio (CRR). The CSR is the average cyclic shear stress 

imposed on the soil at a given depth normalized by the initial vertical effective stress at that depth. The 

CSR at a given depth is calculated as: 

𝐶𝑆𝑅 =
𝜏𝑎𝑣𝑔

𝜎′𝑣0
= 0.65

𝑎𝑚𝑎𝑥

𝑔

𝜎𝑣

𝜎′𝑣0
𝑟𝑑   (1) 
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where τavg is average shear stress at a given depth in a soil profile, σv and σ'vo are the total and initial vertical 

effective stresses at a given depth in a soil profile, amax is the peak ground acceleration at the ground surface, 

g is the acceleration of gravity in the same units as amax, and rd is a dimensionless stress reduction factor 

that accounts for the non-rigid response of the soil column. The value 0.65 is an arbitrary value defining 

the ratio of τavg to τmax, the maximum shear stress imposed by the cyclic loading, (i.e., τavg = 0.65∙τmax). To 

account for the effects of shaking duration, initial effective overburden stress, and initial static shear 

stresses, additional factors are applied to calculate CSR*, which is the CSR normalized to the motion 

duration of a Mw7.5 event, 1 atm initial effective overburden stress, and level ground surface conditions. 

CSR* is calculated as: 

𝐶𝑆𝑅∗  =
CSR

𝑀𝑆𝐹 ∙ 𝐾𝜎 ∙ 𝐾𝛼
= 0.65

𝑎𝑚𝑎𝑥

𝑔

𝜎𝑣

𝜎′𝑣0
𝑟𝑑

1

𝑀𝑆𝐹 ∙ 𝐾𝜎 ∙ 𝐾𝛼
 (2) 

 

where MSF is a magnitude scaling factor that adjusts CSR for shaking duration based on a reference Mw7.5 

event, Kσ is a correction factor for initial vertical effective overburden stress using a reference initial 

effective overburden stress is 1 atm, and Kα is a correction factor for initial horizontal static shear stress 

using a reference initial static shear stress of zero (e.g., level ground conditions). 

To develop curves for the cyclic resistance of soil, case histories were compiled from post-earthquake 

investigations and categorized as either “liquefaction” or “no liquefaction” based on whether evidence of 

liquefaction was observed. CSR* for each case history was plotted as a function of the corresponding 

normalized in-situ test metric, e.g.: normalized blow count (N1,60cs) from standard penetration tests (SPTs); 

normalized tip resistance (qc1Ncs) from cone penetration tests (CPTs); or normalized small-strain shear wave 

velocity (Vs1) from shear wave velocity (Vs) tests. Once plotted, the “liquefaction” and “no liquefaction” 

case histories tend to lie in two different regions of the graph. The approximate boundary separating these 

regions is referred to as the normalized cyclic resistance ratio (CRRM7.5). This represents the resistance of 

the soil to liquefaction triggering during an Mw7.5 event under level ground surface conditions and an initial 

vertical effective stress of 1 atm. This boundary is represented as a function of the selected normalized in-

situ test metric as depicted in Figure 5. As shown in this figure, liquefaction is predicted to trigger when 

CSR* exceeds the CRRM7.5 for a given value of normalized in-situ test metric.  
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Figure 5. Illustration of normalized Cyclic Resistance Ratio (CRRM7.5) curve 

 

Once CRRM7.5 and CSR* have been determined for a given soil profile and ground motion, the factor of 

safety against liquefaction (FSliq) can be computed as: 

𝐹𝑆𝑙𝑖𝑞 =
𝐶𝑅𝑅𝑀7.5

𝐶𝑆𝑅∗
 (3) 

 

Within the framework of the simplified procedure, CRRM7.5 is assumed to be an inherent property of the 

soil and state, and independent of shaking characteristics, while CSR* is a function of ground motion 

characteristics. For this reason, CRRM7.5 curves developed using case histories from tectonic earthquakes 

are suitable for use when estimating FSliq for induced events. However, due to differences in ground motion 

characteristics, relationships used to calculate CSR* for tectonic ground motions, specifically rd and MSF, 

may not be suitable for use with induced earthquake ground motions (Green et al. 2019, 2020). Several of 

these differences were discussed in the previous section, although others may exist. Induced earthquakes 

also tend to have smaller magnitudes than the typical range of magnitudes considered during liquefaction 

evaluations for tectonic earthquakes. As a result, using existing liquefaction evaluation methods to evaluate 

liquefaction potential for induced earthquakes typically requires extrapolation to smaller magnitudes which 

introduces additional uncertainties. Although CSR* represents seismic demand, some factors used to 

compute CSR*, including rd and MSF, are influenced by site profile characteristics and profile’s response 

to shaking. For this reason, relationships for these factors developed in other regions, such as California, 
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may not be applicable to the regions primarily affected by induced seismicity, such as Oklahoma. Primarily, 

site profiles in Oklahoma (and in the CEUS in general) typically have higher bedrock shear wave velocities 

and larger impedance contrasts between bedrock and the overlying soil profiles than profiles in the WUS, 

both of which influence site response. Lasley et al. (2016, 2017) note that impedance contrast has a 

significant influence on both rd and MSF. Accordingly, the rd and MSF relationships developed for use in 

existing simplified liquefaction triggering models may not be suitable for estimating CSR* for induced 

earthquakes. The following sections provide additional discussion about existing rd and MSF relationships 

and their applicability for evaluating the liquefaction hazard of induced earthquakes. 

2.3.1 Stress Reduction Factor, rd 

The stress reduction factor, rd, is an empirical factor that accounts for the non-rigid response of the soil 

profile to seismic shaking. The factor, rd, is defined as the ratio between the peak shear stress at the base of 

a flexible soil column subjected to a seismic shaking and the peak shear stress at the base of a rigid soil 

column having the same length subjected to the same shaking. The value of rd generally ranges from 0 to 1 

(typically assumed to be 1 at the ground surface), with rd = 1 at all depths corresponding to rigid profile 

response. This factor allows for computation of induced shear stresses at any point in a soil column without 

needing to perform a full numerical site response analysis. Instead, shear stress at a given depth is calculated 

using Newton's second law assuming a rigid soil column, and then the resulting shear stress is multiplied 

by rd to estimate the actual shear stress imposed at that depth (i.e., Equation 1).  

Several relationships for estimating rd are commonly used in practice, including Liao and Whitman (1986), 

where rd is solely a function of depth, and Idriss (1999), where rd is a function of both earthquake magnitude 

and depth. Cetin (2000) proposed two additional variants using ground motions and site profiles from the 

WUS, in which rd is a function of Mw, amax, depth, and the time-weighted average small-strain shear wave 

velocity of the upper 12 m of the soil profile (Vs12), when available. Lasley et al. (2016) developed updated 

rd relationships for the WUS using the site profiles compiled by Cetin (2000) and a larger set of recorded 

ground motions. Lasley et al. (2016) also developed representative site profiles for the CEUS by modifying 

the Cetin (2000) WUS site profiles to account for the higher bedrock shear wave velocities in the CEUS. 

Using these profiles and CEUS ground motions compiled by McGuire et al. (2001), Lasley et al. (2016) 

developed a second set of rd relationships for the CEUS. Lasley et al. (2016) developed rd relationships for 

both active (e.g., the WUS) and stable continental (e.g., the CEUS) shallow crustal tectonic regimes to 

account for differences between the two regions in both ground motion characteristics and geologic profiles, 

both of which affect rd. They found that rd values, although similar between the two regions, tended to be 

lower in the CEUS than the WUS. Lasley et al. (2016) developed two forms of the rd relationship for each 
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regime, one that could be used if shear wave velocity information is available and one that could be used if 

this information is not available. In each case, the equation for rd takes the functional form: 

𝑟𝑑 = (1 − 𝛼)exp (
−𝑧

𝛽
) + 𝛼 (4) 

 

where α is the limiting value of rd at large depths and can range from 0 to 1, β controls the curvature of the 

function at shallow depths, and z is depth in meters. The term (1 − α) scales the exponential so that rd is 1 

at the ground surface. Both α and β are functions of magnitude and Vs12, when available.  

Green et al. (2020) used the approach presented in Lasley et al. (2016) to develop an rd relationship specific 

to induced seismic events in the Groningen region of the Netherlands. They used a functional form based 

upon a sigmoidal shape with the primary variable being logarithmic depth as given by the following 

equation: 

𝑟𝑑−𝐺𝑟𝑜𝑛 = 1 −
𝐴𝑟𝑑

1 + exp [−
ln(𝑧) − (𝛽2 + 𝛽6 ∙ 𝑀𝑤

(𝛽3 + 𝛽7 ∙ 𝑀𝑤)
]

;  0 ≤ 𝑟𝑑 ≤ 1 
(5) 

 

where βi are regression coefficients and Ard represents the asymptotic level of rd-Gron at depth. Ard is a 

function of Mw, amax, and Vs12.  

For each relationship cited above, rd tends to increase with magnitude, leading to more rigid response of the 

soil profile. This is because soil profiles tend to exhibit more rigid response if the characteristic wavelength 

of the earthquake loading is significantly longer than the height of the profile (Green et al. 2020). As a 

result, for larger magnitude events which tend to have longer characteristic periods and, hence, longer 

wavelengths (e.g., Green et al. 2011), the soil column acts more rigidly. For this reason, magnitude, and the 

associated frequency content of the ground motions, has a strong influence on rd. Green et al. (2020) note 

that, for this reason, the Idriss (1999) rd relationship, which was developed for moderate to major tectonic 

events with 5 < Mw < 8 may be inappropriate for use with evaluating the liquefaction potential for induced 

earthquakes, which tend to have much smaller magnitudes (e.g., Mw ≤ 5.8 in Oklahoma). 

As an example of how the available rd relationships vary, Figure 6 shows rd curves based on the Idriss 

(1999), Lasley et al. (2016) CEUS, and Green et al. (2020) rd relationships for magnitudes of 4.0, 5.5, and 

7 and Vs12 values of 135 m/s and 200 m/s. As shown in this figure, rd estimates are similar for these 

relationships for large magnitude events, but they diverge significantly for small-to-moderate magnitude 

events. Although the discrepancies are somewhat smaller for stiffer soils (e.g., Vs12 of 200 m/s), there are 

still significant differences in the rd values estimated by these methods, particularly for smaller magnitudes. 

These differences highlight the effect that ground motion characteristics and regional geology can have on 
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rd because the relationships shown were developed for the WUS (Idriss 1999; Lasley et al. 2016), CEUS 

(Lasley et al. 2016), and Groningen, Netherlands (Green et al. (2020). For this reason, it is doubtful whether 

available rd relationships developed for tectonic earthquakes or for different geologic settings are suitable 

for evaluating liquefaction potential due to induced earthquakes in Oklahoma, Texas, and Kansas. To 

address these issues, a new induced seismicity-specific rd relationship is regressed as part of this study. 

 

Figure 6. Comparison of rd relationships proposed by Idriss (1999) (I99), Lasley et al. (2016) 

(Lea16), and Green et al. (2020) (Gea20). Relationships are shown for Mw = 4, 5.5, and 7.0 and for 

Vs12 = 135 and 200 m/s. Additionally, because Gea20 is a function of amax, curves for amax = 0.1, 0.2, 

and 0.3 g are shown. 
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2.3.2 Magnitude Scaling Factor, MSF 

Magnitude scaling factors are used to adjust CSR for the influence of shaking duration on liquefaction 

triggering. In general, as ground motion duration increases, the seismic demand on the soil increases and 

liquefaction is more likely to occur. This effect is modeled in the simplified procedure using MSF, which 

is inversely related to ground motion duration. For historical reasons, CSR is normalized to a magnitude of 

7.5 and MSF is calculated as: 

𝑀𝑆𝐹 =  (
𝑛𝑒𝑞 𝑀7.5

𝑛𝑒𝑞 𝑀
)

𝑏

 (6) 

 

where 𝑛𝑒𝑞 𝑀7.5 is number of equivalent stress cycles (neq) for an Mw7.5 event, 𝑛𝑒𝑞 𝑀 is the value of neq for 

an event of magnitude, Mw, and b is the negative slope of the CSR vs. number of cycles to trigger 

liquefaction (Nliq) curve, both in log scale. The equivalent cycles concept converts a given earthquake 

loading to an equivalently damaging number of uniform cycles (e.g., Lasley et al. 2017). For liquefaction 

evaluations, the most commonly used method for computing neq is the Seed et al. (1975) variant of the 

Palmgren-Miner (P-M) fatigue theory (Miner 1945; Palmgren 1924). In this method, a normalized CSR vs. 

Nliq curve is developed from laboratory testing. The curve is used to relate the “damage” induced in a soil 

sample from a pulse having one amplitude to that having a different amplitude. Using this normalized CSR 

vs. Nliq curve as a weighting function, neq is computed as the weighted average of the individual peaks 

within a given acceleration time history. In this method, peaks with amplitude less than 0.3∙amax are excluded 

because their contribution to liquefaction triggering is considered negligible. Both Lasley et al. (2017) and 

(Green et al. 2019) point out shortcomings of this approach to calculating neq. These include issues related 

to assuming that the both neq and its uncertainty are constant with depth, use of a relative amplitude criterion 

to exclude pulses in the acceleration time history, handling of multi-directional shaking, and failure to 

account for the negative correlation between amplitude and duration of earthquake ground motions (e.g., 

Bradley 2011).  

To address these issues, Lasley et al. (2017) developed new neq correlations based on the alternative 

implementation of the P-M theory proposed by Green and Terri (2005), which uses dissipated energy as 

the damage metric in order to better account for nonlinear response of the soil and to account for 

multidirectional shaking. Dissipated energy is used because it has been shown to correlate well with excess 

pore pressure generation in saturated cohesionless soil samples subjected to undrained cyclic loading 

(Green et al. 2000). In the approach proposed by Green and Terri (2005), stress and strain time histories are 

obtained at various depths in a soil profile using a numerical site response analysis. Cumulative dissipated 

energy per unit volume is computed by integrating the variation in shear stress over shear strain, and the 



22 

 

value of neq is then calculated by dividing the cumulative dissipative energy for the entire motion by the 

energy dissipated in one equivalent cycle. Multidirectional shaking is accounted for by performing separate 

site response analyses for each horizontal component of the input ground motion, adding the energy 

dissipated at the respective depths for each component of motion, and setting the amplitude of the equivalent 

cycle as 0.65 times the geometric mean of the maximum shear stresses experienced at a given depth. This 

method for handling multidirectional shaking is referred to in Lasley et al. (2017) as Approach 2. Lasley et 

al. (2017) also regressed neq relationships using individual horizontal components of motion. This is referred 

to in their paper as Approach 1 and is used in this study, as discussed in Section 4.5. Lasley et al. (2017) 

developed the following neq relationship: 

ln(𝑛𝑒𝑞) =  𝑎1 + 𝑎2 ln (
𝑎𝑚𝑎𝑥

𝑔
) + 𝑎3𝑀𝑤 + 𝛿𝑒𝑣𝑒𝑛𝑡 + 𝛿𝑝𝑟𝑜𝑓𝑖𝑙𝑒 + 𝛿0 (7) 

 

where a1-a3 are regression coefficients, δevent and δprofile are random effects terms corresponding to the 

average event residual and the average profile residual, respectively, and δ0 is a residual term. Lasley et al. 

(2017) used the same motions and site profiles to develop their neq relationships for both the WUS and 

CEUS that were used by Lasley et al. (2016) to develop their rd relationship. Lasley et al. (2017) point out 

that the neq relationship developed for the WUS is likely applicable for use in active shallow crustal tectonic 

regimes worldwide because the site profiles used were selected to be representative of profiles in the 

liquefaction database, which are taken from around the world. In contrast, Lasley et al. (2017) note that the 

neq relationship for the CEUS is likely restricted to stable continental tectonic regimes with impedance 

contrasts between bedrock and soil similar to the profiles used in their regression.  

Green et al. (2020) followed Approach 1 from Lasley et al. (2017) to develop an neq relationship for induced 

events in the Groningen gas field (neqM-Gron). Green et al. (2020) used a slightly modified form of the Lasley 

et al. (2017) relationship that accounts for Vs12 and a break in scaling above an amax of 0.3g. The resulting 

relationship is: 

𝑙𝑛[𝑛𝑒𝑞𝑀−𝐺𝑟𝑜𝑛(𝑀, 𝑎𝑚𝑎𝑥 , 𝑉𝑠12)] = 𝑎1 + 𝑎2 ∙ ln(𝑎𝑚𝑎𝑥) + 𝑎4 ∙ 𝑀 + 𝑎5 ∙ 𝑉𝑠12; for 𝑎𝑚𝑎𝑥 ≤ 0.3 g (8a) 

= 𝑎1 + 𝑎2 ∙ ln(𝑎𝑚𝑎𝑥) + 𝑎3 ∙ ln (
𝑎𝑚𝑎𝑥

0.3
) + 𝑎4 ∙ 𝑀 + 𝑎5 ∙ 𝑉𝑠12;  for 𝑎𝑚𝑎𝑥 > 0.3 g (8b) 

 

where amax is in units of g, Vs12 is in units of m/s, and αi are regression coefficients.  

Idriss and Boulanger (2008) and Boulanger and Idriss (2014) are two commonly used liquefaction 

evaluation procedures which use the Seed et al. (1975) approach to determine neq and then estimate MSF 

using b-values derived from laboratory testing. Idriss and Boulanger (2008) use a constant b-value of 0.34 

for clean sands, while Boulanger and Idriss (2014) use a b-value that is a function of soil state, represented 
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by qc1Ncs or N1,60cs. Ulmer et al. (2018) point out that the b-values used in Boulanger and Idriss (2014) were 

derived from several different laboratory studies performed on various soils, and it is uncertain whether a 

consistent definition of liquefaction was used in interpreting the test data. As a result, they state that the b-

values used by Boulanger and Idriss (2014) entail a considerable amount of uncertainty. To address this 

and other potential issues, Green et al. (2017) developed new MSF relationships for the WUS and CEUS 

based on the Lasley et al. (2017) neq models. As an alternative to the approaches used by Idriss and 

Boulanger (2008) and Boulanger and Idriss (2014) and to be consistent with the shear modulus and damping 

degradation curves used in the equivalent-linear site response analysis to develop the associated rd and neq 

relationships, Green et al. (2017) computed b-values for a range of confining stress-soil density 

combinations using the Darendeli and Stokoe (2001) shear modulus reduction and damping degradation 

(MRD) curves, with the resulting b-values ranging from 0.33 to 0.35. In the majority of cases, b = 0.34, so 

Green et al. (2017) used this value to compute MSF.  

As mentioned previously, neq M7.5 is the value of neq for an Mw7.5 earthquake. Green et al. (2017) computed 

an average value for neq M7.5 using Equation (7 for Mw = 7.5 and amax7.5 = 0.35g, where amax7.5 was the average 

amax value for the 116 case histories used in their study that fell within the range of Mw7.4 and Mw7.6. Using 

these values, neq M7.5 was computed to be ~14. Based on neq M7.5 = 14 and b = 0.34, the final MSF relationship 

proposed by Green et al. (2017) is: 

𝑀𝑆𝐹 =  (
14

𝑛𝑒𝑞(𝑀𝑤, 𝑎𝑚𝑎𝑥)
)

0.34

≤ 2.02 (9) 

 

where 𝑛𝑒𝑞(𝑀, 𝑎𝑚𝑎𝑥) is the neq for a given magnitude and amax, determined from Equation (7. The upper 

limit on MSF corresponds to a scenario where the earthquake motion consists of a single shear stress pulse 

in one of the horizontal components of motion. Green et al. (2020) used a similar approach to develop an 

MSF relationship for the induced seismicity in the Groningen gas field based on neqM-Gron. However, because 

single component motions generated using a seismic source model were used in developing the Green et 

al. (2020) neqM-Gron relationship, neq M7.5 = 7.25 was used as opposed to neq M7.5 = 14, which was developed 

by Green et al. (2017) using both horizontal components of motions. Note, neq M7.5 = 7.25 is neq for an Mw7.5 

event and amax = 0.35g computed using the Lasley et al. (2017) neq relationship for individual components 

of motion (i.e., Approach 1) in active shallow-crustal tectonic regimes. The resulting Green et al. (2020) 

MSF relationship for the Groningen gas field is: 

𝑀𝑆𝐹𝐺𝑟𝑜𝑛 =  (
7.25

𝑛𝑒𝑞𝑀−𝐺𝑟𝑜𝑛(𝑀𝑤, 𝑎𝑚𝑎𝑥)
)

0.34

≤ 2.04 (10) 
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Figure 7 shows several existing MSF relationships including the Boulanger and Idriss (2014), Green et al. 

(2017), and Green et al. (2020) relationships discussed above. Green et al. (2017) MSF curves are shown 

for both the Lasley et al. (2017) CEUS and Lasley et al. (2017) WUS neq relationships. As shown in this 

figure, MSF values estimated by these relationships are fairly similar for a magnitude range of 6.5 to 7.75, 

the range in which most events in the liquefaction case history database lie. However, MSF predictions 

diverge widely below magnitude 6, which is the range of most interest for induced seismicity in Oklahoma 

where the largest recorded event was the Mw5.8 2016 Pawnee, OK earthquake. For magnitudes less than 6, 

estimated MSF values based on the relationships shown vary by up to a factor of 3, which can have a 

significant impact when estimating CSR*.  

  

Figure 7. MSF relationships proposed by various studies. 

 

Much of the variation in MSF at smaller magnitudes is likely the result of the motions used to develop the 

neq relations only representing a limited range of magnitudes. Because these relationships were developed 

primarily from motions from earthquakes with magnitudes greater than 6, the MSF are extrapolated to 

smaller magnitude events. This can lead to large uncertainties. The relationships proposed by Green et al. 

(2017) were developed using a larger set of input motions than was used in previous studies and included 

motions from earthquakes with magnitudes ranging from 4.5 to 7.6. As a result, the Green et al. (2017) 
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relationship is likely more suitable for use with small-to-moderate magnitude events. Differences noted 

between the Green et al. (2017) CEUS, Green et al. (2017) WUS, and Green et al. (2020) relationships 

highlight the influence that regional geology and ground motion characteristics can have on MSF. Although 

all three relationships were developed using similar approaches, the relationships were developed using 

regional soil profiles and ground motions, leading to differences in the final regressed MSF relationships. 

Because regional geology and tectonic setting can have a significant impact on MSF, as with rd, it is 

questionable whether available MSF relationships developed for tectonic ground motions or for different 

geologic settings are suitable for use in evaluating liquefaction potential due to wastewater injection-

induced earthquakes in Oklahoma, Texas, and Kansas. This is particularly the case due to large variation in 

MSF estimates for small-to-moderate magnitudes typical of wastewater injection-induced earthquakes. To 

address these issues, a new induced seismicity-specific MSF relationship is regressed as part of this study. 

 

3 Site Characterization of Sites Impacted by the 3 September 2016, Mw5.8 Pawnee, OK, earthquake 

The epicenter of the 3 September 2016, Mw5.8 Pawnee, Oklahoma, earthquake, was located about 15 km 

northwest of Pawnee, OK. This event was the strongest recorded earthquake in Oklahoma history and is 

one of the largest recorded earthquakes in the CEUS in the last 70 years (Tiwari and Rathje 2018). The U.S. 

Geological Survey (USGS) ShakeMap of amax for the Pawnee event is shown in Figure 8 (U.S. Geologic 

Survey 2016a). Inferred amax values were as high as 0.36g within 5 km of the earthquake epicenter, 

decreasing to less than 0.06g at a distance of approximately 40 km. In order to provide additional site 

profiles for use in developing an induced seismicity-specific liquefaction triggering model, detailed site 

characterizations were performed at several sites that experienced significant shaking during the Pawnee 

event. Site characterization results were also used as liquefaction and non-liquefaction case histories for 

validating the new model. The following sections discuss the site selection process, describe the tests 

performed as part of the site investigations, and present results from the site characterization program. 
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Figure 8. USGS ShakeMap for 2016 Mw5.8 Pawnee, OK earthquake showing contours of inferred 

peak ground acceleration. Liquefaction Sites 1,2, 3, and 4, identified by Clayton et al. (2016) and 

Kolawole et al. (2017), are also indicated. Aerial imagery source: Google Earth, imagery date 

3/30/2019, date accessed 10/7/2020.  

3.1 Site Selection and Preliminary Investigations 

Post-earthquake reconnaissance performed by Clayton et al. (2016) and Kolawole et al. (2017) following 

the 2016 Pawnee, Oklahoma earthquake identified four sites where potential liquefaction manifestations 

were observed and documented. These sites are labeled in Figure 8 as Sites 1 through 4. Site 1 lies along 

Black Bear Creek, a tributary of the Arkansas River, while Sites 2 through 4 are located within the floodway 

of the Arkansas River. Examples of the liquefaction manifestations observed at each site are shown in 

Figure 9 through Figure 12. Liquefaction features at Site 1 included sand boils ranging from a few inches 

to a few feet in diameter at several locations on the property. Sand boils in the eastern part of the property 

were aligned and oriented NNE (Clayton et al. 2016). Site 2 included cracks approximately 2 to 5 m long 

with small amounts of ejecta. Deep cracks extending meters deep near the river at this and the adjacent 

property were also observed (Jefferson Chang, Personal Communication, 13 July 2018). Manifestations at 
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Site 3 included cracking and ejecta. Cracks were reported with lengths ranging from 4 to 42 m and widths 

ranging from 0.5 to 8 cm. Sand ejecta associated with two of the largest cracks covered approximately 145 

and 56 m2, respectively (Kolawole et al. 2017). Large fractures measuring 0.5-34 cm wide were also 

observed along the riverbank, possibly associated with lateral spreading (Kolawole et al. 2017). Site 4 was 

described as potential lateral spreading due to large cracks subparallel to the riverbank. However, Clayton 

et al. (2016) noted that it could not be confirmed from post-earthquake communication with the property 

owner whether the cracking and sliding of the riverbank was associated with lateral spreading or a simple 

slump failure of the riverbank. Conversations with landowners near the selected sites indicated that there 

were additional locations where liquefaction was observed but not documented. This included the property 

directly to the west of Site 2, which experienced cracking near the riverbank and sand boils about 1000 m 

from the riverbank. While these additional sites were not included in the present study, they are evidence 

that liquefaction was more widespread than suggested by initial post-earthquake reconnaissance. 

 

Figure 9. Photos of liquefaction manifestations at Test Site 1. (Photos courtesy of Dan Ripley) 

 

Figure 10. Photos of liquefaction manifestations at Test Site 2. (Photos courtesy of Rick Rice) 
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Figure 11. Photos of liquefaction manifestations at Test Site 3. (Kolawole et al. 2017) 

 

Figure 12. Photos of cracking at Test Site 4. (Photos courtesy of Martin Williams) 

Preliminary site investigations were performed at the identified sites in January 2019. The primary purpose 

of these investigations was to gather existing information and accurately determine areas at each site where 

liquefaction features were and were not observed. USGS geologic maps for the four Pawnee liquefaction 

sites are shown in Figure 13 (Stanley and Chang 2016). All four sites are located in alluvial zones, which 

the USGS describes as consisting of sand, silt, clay, and gravel with maximum thicknesses along major 

streams ranging from 9 to 24 m and along minor streams ranging from 0 to 18 m (U.S. Geologic Survey 

2019). These descriptions are consistent with the results from the site investigations, as discussed in the 

Section 3.3. Groundwater depth during the January 2019 site investigation was visually estimated as 1 m at 

Site 1, 2 m at Sites 2 and 4, and 1 to 2 m at Site 3 based on river/stream levels adjacent to the sites.  
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Figure 13. Geologic maps of the Pawnee earthquake liquefaction sites. (Stanley and Chang 2016) 

 

Findings from Clayton et al. (2016) and Kolawole et al. (2017) in conjunction with GPS-tagged photos and 

anecdotal evidence provided during interviews with the property owners were used to estimate the extent 

of areas where liquefaction was and was not observed at each site. Based on this information, test locations 

were selected at each site. Test locations were selected both in areas where liquefaction manifestations were 

observed and in areas where liquefaction manifestations were not observed. No-liquefaction sites were 

selected so as to be near to the observed liquefaction sites and in areas where conditions are favorable for 

liquefaction to occur (e.g., profiles with liquefiable materials, locations inside river bends, areas of low 

elevation, etc.) while remaining in areas where it was determined that no liquefaction manifestations were 

reported.  

Based on field observations from site visits in January 2019 and further discussion with the owner and 

others that visited the site following the earthquake, it was determined that the cracking reported at Site 4 

was likely related to a seismic slope failure and not the result of liquefaction as initially reported. As such, 

Site 4 was excluded from further site investigation. It should also be noted that, while Kolawole et al. (2017) 

provided detailed mapping of cracking and ejecta in some areas at Site 3, at Sites 1, 2, and 4 as well as in 

some areas of Site 3, only approximate locations were available for liquefaction features. As a result, the 
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identified zones of liquefaction may not represent the complete extent of liquefaction manifestations that 

occurred at each site, and liquefaction manifestations may have occurred outside these areas. Difficulties 

in observing the full extent of liquefaction features following the earthquake due to crops, plowed fields, 

and other vegetation may also have led to underreporting and underestimations of the extent of liquefaction 

at these sites. However, test locations were selected using the best available information, so as to select 

liquefaction test locations in areas of confirmed liquefaction and no-liquefaction test locations outside of 

these areas. The estimated liquefaction extents and proposed test locations are shown in Figure 14. The 

locations of the photos of liquefaction manifestations shown in Figure 9 through Figure 12 are also 

indicated. 

 

Figure 14. Identified liquefaction areas at the Pawnee sites and potential CPT test locations. 

Locations of the photos presented in Figure 9 through Figure 12 are also indicated. 
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HVSR tests were also performed at each site as part of the preliminary site investigations. HVSR tests were 

performed following the guidelines provided by the SESAME project (Bard 2004) using ambient vibrations 

recorded using a three-component broadband seismometer. HVSR test results were used to constrain the 

Vs models determined from MASW tests (Yust et al. 2018) performed as part of the subsequent full site 

characterization, as described in the following sections. The results of the HVSR tests are presented in 

Section 3.3 in context of the other tests performed during the full site investigation. 

Initial estimates of the liquefaction hazard at the test sites based on ground motions from the Pawnee 

earthquake were made as part of the preliminary investigations using the method presented by Baise and 

Rashidian (2008). This method estimates probability of liquefaction and liquefaction spatial extent (LSE), 

the percent of a given area covered by surface manifestations of liquefaction. Estimates were made based 

on peak ground velocity (PGV), VS30, mean annual precipitation, closest distance to water, and water table 

depth. PGV was estimated based on the USGS ShakeMap (U.S. Geologic Survey 2016a), and precipitation 

data were taken from National Oceanic and Atmospheric Administration (NOAA) Station USC00346940 

(NOAA 2019). Shear wave velocity information was not available for any of the sites during the preliminary 

investigation, but Vs30 values reported by Zalachoris et al. (2017) for regional alluvial sites ranged from 362 

m/s to 580 m/s. As a result, a Vs30 of 360 m/s was used as a conservative estimate in the preliminary analysis. 

Inputs and results for each site are shown in Table 1.  

Table 1. Liquefaction Hazard Estimates for the Pawnee Earthquake Test Sites based on Baise and 

Rashidian (2008). 

Site 

Peak 

Ground 

Velocity 

(cm/s) 

Vs30 

(m/s) 

Mean Annual 

Precipitation 

(mm) 

Closest 

Distance to 

Water (km) 

Water 

Table 

Depth 

(m) 

Probability of 

Liquefaction 

Liquefaction 

Spatial Extent 

(%) 

1 20 360 1021 0.15 2 0.262 2.11 

2 25 360 1021 0.3 2.5 0.268 2.28 

3 20 360 1021 0.11 1.5 0.267 2.26 

4 20 360 1021 0 2.5 0.265 2.20 

 

For this preliminary estimate, the predicted probability of liquefaction at the four sites based on geologic 

proxies was ~26%, corresponding to an LSE of ~2%. Given the fairly small areal extent of liquefaction 

reported at Sites 1 and 2, a 2% LSE was a reasonable estimate. However, LSE of ~2% appeared low for 

Site 3 where liquefaction was more extensive. This analysis was updated with Vs30 values for Sites 1 through 

3 determined during the full site characterization. Based on the new Vs30 values (270.2 m/s, 273.6 m/s, and 

285.7 m/s at Sites 1, 2, and 3, respectively), probability of liquefaction at Sites 1 through 3 was estimated 
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at ~38% with an estimated LSE of 8-10%. These estimates for LSE appear high for Sites 1 and 2 but may 

be reasonable for Site 3 based on the observed extent of liquefaction at the site.  

The Baise and Rashidian (2008) approach was developed for tectonic earthquakes and may not be entirely 

suitable for use with induced earthquakes. However, this analysis does provide some insight as to what the 

risk of liquefaction was in the area due to ground motions from the Pawnee event. Comparable estimates 

of probability of liquefaction and LSE would be expected for similar, nearby sites along the Arkansas River 

and Black Bear Creek depending on site-specific soil conditions. This suggests liquefaction likely was more 

widespread than officially reported. This agrees with observations made by local landowners that 

liquefaction occurred at other sites in the area, in addition to those formally documented in Clayton et al. 

(2016) and Kolawole et al. (2017).  

3.2 Detailed Site Investigation 

Detailed investigations of the selected sites including CPT and MASW tests were performed in November 

2019 and March 2020. CPT soundings were performed at both liquefaction and no-liquefaction test 

locations identified at Sites 1, 2, and 3. sCPT tests were performed at two liquefaction locations and two 

no-liquefaction locations at Site 2 and at all test locations at Site 3. CPT soundings extended to refusal. 

Table 2 provides a summary of the CPT tests performed at each site.  

Table 2. Summary of CPT Soundings at Pawnee, OK Test Sites. 

Sounding Site Max Depth of Sounding (m) Seismic CPT Test 
Liquefaction 

Reported 

CPT-01 1 17 N N 

CPT-02 1 16 N Y 

CPT-03 1 15 N Y 

CPT-04 2 14 Y Y 

CPT-05 2 14 Y Y 

CPT-06 2 13 N N 

CPT-07 2 14 N N 

CPT-08 2 13 Y N 

CPT-09 2 13 Y N 

CPT-10 3 15 Y Y 

CPT-11 3 14 Y Y 

CPT-12 3 16 Y Y 

CPT-13 3 15 Y N 

CPT-14 3 15 Y N 

CPT-15 3 15 Y N 
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MASW tests were also performed at Sites 1 through 3. MASW tests at each site were performed in 

identified areas of liquefaction. Two MASW tests were performed at Site 1 using perpendicular geophone 

arrays. One MASW test was performed at Sites 2 and 3. MASW tests were performed using a 2-m geophone 

spacing and source offsets of 5, 10, 20, and 40 m. A sledge hammer that impacted a Plexiglas strike-plate 

was used as the active source for the MASW testing. Locations for CPT and MASW tests are shown in 

Figure 15 through Figure 17. Hand auger samples were taken near CPT-03 at Site 1 and CPT-05 at Site 2 

as indicated in Figure 15 through Figure 17. Sampling depth was limited to 4.5 m at CPT-03 due to unsafe 

weather conditions and 4 m at CPT-05 due to borehole collapse. As noted, HVSR tests were also performed 

at all sites during the preliminary investigation. The HVSR test locations are also included in Figure 15 

through Figure 17. As discussed previously, no additional testing (CPT or MASW) was performed at Site 

4 because the manifestations noted at this site following the Pawnee event were likely a seismic slope 

stability issue and unrelated to liquefaction.  

Several test locations had to be adjusted due to site conditions at the time of testing. In particular, at Site 1, 

testing was limited to the northwest portion of the site due to wet ground conditions and ponding in other 

areas of the site. CPT-02 was relocated farther from the center of the identified liquefaction area due to soft 

ground conditions that made the original test location inaccessible to the CPT rig. Flooding of the Arkansas 

River in May 2019 eroded a large portion of Site 3, including one area of potential liquefaction, which 

resulted in the relocation of CPT-15. The riverbank alignment at the time of CPT testing in March 2020 is 

shown in Figure 17. CPT-13 at Site 3 was also moved from its planned location due to ponding at the site 

during testing.  
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Figure 15. CPT, MASW, HVSR, and Hand Auger test locations at Site 1. 

 

Figure 16. CPT, MASW, HVSR, and Hand Auger test locations at Site 2. 

 



35 

 

 

Figure 17. CPT, MASW, and HVSR test locations at Site 3. 

3.3 Site Characterization Results 

Profiles of CPT tip resistance (qt), friction ratio (Fr), and soil behavior type index (Ic) for the soundings 

performed at Sites 1 through 3 are presented in Figure 18 through Figure 32. As noted previously, CPT 

soundings extended to refusal. The figure titles indicate whether liquefaction manifestations were or were 

not reported at a given test location following the Pawnee event. CPT data were processed based on 

recommendations in Robertson and Cabal (2015). Ic values and the listed soil behavior types are based off 

the normalized CPT soil behavior type (SBTn) chart developed by Robertson (2010) as presented in 

Robertson and Cabal (2015). Ground water depth at the time of CPT testing is also indicated as estimated 

from CPT pore pressure measurements.  
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Figure 18. CPT test results for CPT-01, Site 1. 

 

Figure 19. CPT test results for CPT-02, Site 1. 
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Figure 20. CPT test results for CPT-03, Site 1. 

 

Figure 21. CPT test results for CPT-04, Site 2. 
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Figure 22. CPT test results for CPT-05, Site 2. 

 

Figure 23. CPT test results for CPT-06, Site 2. 
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Figure 24. CPT test results for CPT-07, Site 2. 

 

Figure 25. CPT test results for CPT-08, Site 2. 
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Figure 26. CPT test results for CPT-09, Site 2. 

 

Figure 27. CPT test results for CPT-10, Site 3. 
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Figure 28. CPT test results for CPT-11, Site 3. 

 

Figure 29. CPT test results for CPT-12, Site 3. 
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Figure 30. CPT test results for CPT-13, Site 3. 

 

 

Figure 31. CPT test results for CPT-14, Site 3. 
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Figure 32. CPT test results for CPT-15, Site 3. 

 

An Ic value of 2.6, the boundary between “sandy silt” and “clayey silt mixtures” based on SBTn, is often 

used to screen out clay-like soils from liquefaction analyses (Robertson and Wride 1998) because they are 

likely not susceptible to liquefaction. However, Boulanger and Idriss (2014) note that other cutoff values 

as high as 2.8 or as low as 2.4 may be justified based on site-specific sampling and testing. For this reason, 

lab tests, including particle-size analysis and Atterberg limit tests, were performed on hand auger samples 

taken near CPT-03 at Site 1 and CPT-05 at Site 2. Samples were taken at depths where Ic values were close 

to 2.6 to better assess the properties of these soils.  

Samples taken from depths of approximately 1, 2, 3, and 4 m near CPT-03 at Site 1 were classified as lean 

clay (CL) with fines contents (FC) of 96-99%, a liquid limit (LL) of approximately 30, and a plasticity 

index (PI) of approximately 9. These soils would not be considered liquefiable. These samples have Ic > 

~2.6, which supports the use of Ic = 2.6 as a threshold for liquefaction susceptibility at Site 1.  

Samples taken from depths of approximately 1, 2, 3, and 4 m near CPT-05 at Site 2 were also tested. Fines 

content varied across the depths tested with FC of 41% at 1 m depth, 91% at 2 m depth, 2% at 3 m depth, 

and 4% at 4 m depth. Soils at 1 m were classified as silty sand (SM) with non-plastic fines. Soils at 2 m 

depth were classified as lean clay (CL) with LL of approximately 45 and PI of approximately 28. Soils at 

depths of 3 and 4 m were classified as fine, poorly graded sand (SP). Lab tests are reflective of the Ic profiles 

at CPT-04 and CPT-05, which indicate silty sand or sandy silt at depths less than approximately 1.5 m with 
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higher Ic values between depths 2 and 2.5 m, indicating more clay-like behavior. Ic values below a depth of 

2.5 m indicate sand-like behavior. Based on the lab test results, the soils sampled at a depth of 2 m would 

likely not be susceptible to liquefaction while the soils sampled at depths of 1, 3, and 4 m would likely be 

susceptible to liquefaction. Ic ≈ 2.4 for the non-susceptible soils at a depth of 2 m while Ic was as high as 

2.3 for the liquefaction susceptible soils above this depth. These results suggest that a cutoff for liquefaction 

of Ic = 2.4 may be justified at Site 2. A sensitivity analysis was performed during liquefaction hazard 

assessment (Section 5.3) to test the effect of Ic cutoff on estimated liquefaction potential. This analysis 

found that, due to the scarcity of soil having 2.4 ≤ Ic < 2.6, the choice of Ic threshold between 2.4 to 2.6 had 

negligible impact on estimated risk of liquefaction at Site 2. As such, an Ic cutoff of 2.6 was used to be 

consistent with typical implementation of the selected liquefaction triggering models.  

Although lab tests were not performed on soils from Site 3, a sensitivity analysis was completed for Site 3 

using Ic thresholds ranging from 2.4 to 2.6. As with Site 2, selection of the Ic liquefaction susceptibility 

threshold within this range had negligible impact on the estimated risk of liquefaction at Site 3. An Ic 

threshold for liquefaction susceptibility of 2.6 was also used at Site 3.  

HVSR analysis was performed using the Geopsy software package. Ground motion recordings from each 

site were divided up into smaller time windows, and Fourier spectra were computed for each time window 

for each of the recorded components of motion (N-S, E-W, Vertical). A cosine taper was applied and the 

spectra were smoothed using a Konno-Ohmachi (Konno and Ohmachi 1998) smoothing filter, with the 

parameter b set to 20. The ratio of the vertical spectrum to geometric mean of the two horizontal spectra 

was plotted for each window and the mean horizontal-to-vertical (H/V) curve was calculated. H/V curves 

for the individual time windows, as well as the mean H/V curve, were plotted for each site. Once plotted, 

the frequency corresponding to the maximum point of the mean H/V curve is identified. This peak 

frequency corresponds to the fundamental frequency of the given site. Figure 33 shows the HVSR results 

for the Sites 1 through 3. Individual H/V curves for each individual time window are plotted. Mean H/V 

curves, mean +/- one standard deviation, and the corresponding frequency +/- one standard deviation are 

also indicated. The fundamental frequencies at the three sites along the Arkansas River (i.e., Sites 2, 3, and 

4) were approximately 3 Hz, while it was 0.86 Hz at Site 1, located along Black Bear Creek. This may be 

an indication of differences in alluvium thickness along the Arkansas River versus that along Black Bear 

Creek, where less alluvium would lead to a stiffer site and higher fundamental frequency and vice-versa. 
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Figure 33. HVSR results for the Sites 1 through 3. H/V vs frequency curves are shown for 

individual time windows from the recorded ambient ground motions. Average H/V curves +/- 

standard deviation and the corresponding frequency +/- one standard deviation are also indicated. 

 

Vs profiles were developed at each CPT sounding location using a combination of CPT, sCPT, and MASW 

data. Vs profiles based on sCPT data were developed using the interval and slope methods as presented by 

Hallal and Cox (2019). Vs profiles from MASW data were developed using the program Dinver following 

the Layering Ratio method proposed by Cox and Teague (2016). HVSR data were used to constrain bedrock 

depth during Vs profile inversion (Yust et al. 2018). However, due to limitations of the source used during 

MASW testing, the Vs values below a depth of approximately 30 m could not reliably be resolved. As such, 

the developed Vs profiles do not extend below this depth. Correlations with CPT data were also used to 

develop Vs profiles. Correlations used include the Robertson and Cabal (2015) correlation for general soils 

and the Ulmer et al. (2020) correlation for liquefiable soils. Combined correlation-based Vs profiles were 

also developed by using the Robertson and Cabal (2015) correlation to estimate Vs for non-liquefiable soils 

and the Ulmer et al. (2020) correlation to estimate Vs for liquefiable soils. The resulting Vs profiles are 

plotted in Figure 34 through Figure 48. 
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Figure 34. Vs profiles for CPT-01, Site 1, developed using CPT correlations. 

 

Figure 35. Vs profiles for CPT-02, Site 1, developed using CPT correlations and MASW tests. 
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Figure 36. Vs profiles for CPT-03, Site 1, developed using CPT correlations and MASW tests. 

MASW results for both MASW geophone array layouts are shown. 

 

Figure 37. Vs profiles for CPT-04, Site 2, developed using CPT correlations, sCPT tests, and MASW 

tests. 
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Figure 38. Vs profiles for CPT-05, Site 2, developed using CPT correlations, sCPT tests, and MASW 

tests. 

 

Figure 39. Vs profiles for CPT-06, Site 2, developed using CPT correlations. 
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Figure 40. Vs profiles for CPT-07, Site 2, developed using CPT correlations. 

 

Figure 41. Vs profiles for CPT-08, Site 2, developed using CPT correlations and sCPT tests. 
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Figure 42. Vs profiles for CPT-09, Site 2, developed using CPT correlations and sCPT tests. 

 

Figure 43. Vs profiles for CPT-10, Site 3, developed using CPT correlations, sCPT tests, and MASW 

tests. 
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Figure 44. Vs profiles for CPT-11, Site 3, developed using CPT correlations, sCPT tests, and MASW 

tests. 

 

Figure 45. Vs profiles for CPT-12, Site 3, developed using CPT correlations and sCPT tests. 
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Figure 46. Vs profiles for CPT-13, Site 3, developed using CPT correlations and sCPT tests. 

 

Figure 47. Vs profiles for CPT-14, Site 3, developed using CPT correlations and sCPT tests. 
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Figure 48. Vs profiles for CPT-15, Site 3, developed using CPT correlations and sCPT tests 

 

There is fairly good agreement among the Vs profiles developed based on the different test methods, 

although the sCPT interval method leads to more erratic profiles with larger swings in Vs than other 

methods. This agrees with the observations of Hallal and Cox (2019) that the sCPT slope method provides 

more reliable velocities than the interval method. Vs12 at each sounding location was estimated based on 

tests performed at the given location. These results are provided in Table 3. MASW geophone arrays were 

laid out between two liquefaction test locations at each site (between CPT-02 and CPT-03, CPT-04 and 

CPT-05, and CPT-10 and CPT-11 at Sites 1, 2, and 3, respectively). As a result, the same Vs12 from the 

MASW tests is presented for both sounding locations. Vs30 was also estimated at these locations based on 

MASW results. While there is likely variation in Vs30 across the sites, Vs30 for these locations were used as 

best estimates of Vs30 for a given site. Vs30 was estimated at 270.2 m/s, 273.6 m/s, and 285.7 m/s at Sites 1, 

2, and 3, respectively. Estimated Vs12 values were used during model validation to estimate rd and neq based 

on the Lasley et al. (2016), Lasley et al. (2017), and new relationships presented herein. Where available, 

Vs12 measurements from sCPT tests were used in liquefaction analysis. MASW results were used if sCPT 

data were not available, and CPT correlation-based Vs12 results were used if sCPT and MASW data were 

not available. Estimated Vs30 values were used in estimating PGA at the Pawnee test sites based on the 

Zalachoris and Rathje (2019) GMPE for comparison with PGA values from the USGS ShakeMap (U.S. 
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Geologic Survey 2016a). Due to source limitations, estimated Vs values from MASW testing for depths 

greater than 20-25 m entail a large amount of uncertainty. As a result, the estimated Vs30 values are only 

approximations. However, the Vs30 estimates were considered acceptable for the purpose of comparing 

PGA between the USGS ShakeMap and Zalachoris and Rathje (2019) GMPE. Ground motions used for 

liquefaction assessment (Section 5.3) were based on the USGS ShakeMap and did not require more accurate 

estimates of Vs30. 

 

Table 3. Estimated Vs12 (m/s) at CPT Sounding Locations Based on sCPT, CPT, and MASW Tests. 

Sounding Site 

Vs12 (m/s) 

sCPT - 

Interval 

Method 

sCPT - 

Slope 

Method 

CPT - 

Robertson 

and Cabal 

(2014) 

CPT - 

Ulmer et 

al. (2020) 

CPT - 

Combined 

by Soil 

Type 

MASW 

CPT-01 1 - - 162.65 119.95 162.65 - 

CPT-02 1 - - 143.73 117.13 140.28 175.51 177.07 

CPT-03 1 - - 144.72 118.13 135.68 175.51 177.07 

CPT-04 2 177.40 169.02 181.30 139.05 141.58 171.60 

CPT-05 2 204.21 172.04 177.83 133.56 134.67 171.60 

CPT-06 2 - - 171.91 127.51 140.19 - 

CPT-07 2 - - 177.61 134.94 140.98 - 

CPT-08 2 161.26 158.96 177.39 133.95 141.12 - 

CPT-09 2 195.87 173.28 182.05 138.98 143.97 - 

CPT-10 3 157.54 148.28 152.34 117.25 116.67 157.80 

CPT-11 3 147.96 142.91 126.29 77.92 77.89 157.80 

CPT-12 3 78.31 150.18 144.98 101.96 102.04 - 

CPT-13 3 179.41 156.54 144.39 99.41 99.71 - 

CPT-14 3 165.65 156.89 157.34 124.37 125.99 - 

CPT-15 3 274.14 174.91 162.27 113.79 113.77 - 

 

CPT test results and Vs profiles were used to create site profiles that could be used in site response analyses 

as part of the rd and MSF model development phase of this project. Additionally, the results of the site 

investigation, in conjunction with field observations of liquefaction, were used to validate the liquefaction 

triggering model for induced seismicity presented herein. These validation efforts are discussed in Section 

5. 
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4 Development of a New Liquefaction Triggering Model for Induced Seismicity in Oklahoma, Texas, and 

Kansas 

As noted previously, because of differences between the ground motion characteristics of induced 

earthquakes and tectonic earthquakes as well as regional differences in geologic/soil profiles, it is uncertain 

whether existing liquefaction hazard evaluation procedures developed for tectonic earthquakes, primarily 

in active shallow-crustal regions of the WUS, are suitable for use with induced earthquakes in Oklahoma, 

Texas, and Kansas. Specifically, it is uncertain whether the rd and MSF relationships used in existing 

simplified liquefaction evaluation procedures for estimating CSR* are suitable for use with induced 

earthquakes because both rd and MSF are affected by ground motion and soil profile characteristics. To 

address this issue, a new model for evaluating liquefaction potential of soils subjected to ground motions 

from induced earthquakes in Oklahoma, Texas, and Kansas is developed.  

The approach used to develop this liquefaction triggering model was based upon the methods used by Green 

et al. (2017, 2020) in developing analogous models for evaluating the liquefaction potential from tectonic 

earthquakes in the CEUS and from induced earthquakes in the Groningen region of the Netherlands. 

Following this approach, equivalent-linear site response analyses were performed to develop new 

empirically derived rd and MSF relationships for induced seismicity in Oklahoma, Texas, and Kansas. The 

site response analyses were performed using induced ground motion recordings and representative regional 

soil profiles from the Oklahoma region. The output rd and neq profiles from the site response analyses were 

then used to regress the new rd and MSF relationships. These new relationships are used to calculate CSR*, 

which can be used in conjunction with the Green et al. (2019) CRRM7.5 curve to evaluate the liquefaction 

potential of induced earthquakes in Oklahoma, Texas, and Kansas.  

In the following sections, brief descriptions of the ground motion database and soil profiles used in model 

development are provided. Next, the proposed rd and MSF relationships are presented and comparisons are 

made with commonly used relationships for tectonic earthquakes. Implementation of the new rd and MSF 

models for liquefaction analysis is then discussed. Finally, results of validation tests on the new liquefaction 

triggering model are presented. 

4.1 Induced Ground Motion Database 

Motions were selected from the induced ground motion database compiled and processed by the Center for 

Integrated Seismic Research (CISR) at the University of Texas at Austin (Zalachoris et al. 2020). Ground 

motions included recordings from Oklahoma, Texas, and Kansas. All motions in the database were 

consistently processed as described in Zalachoris and Rathje (2019). The recordings were instrument 

corrected and the mean was removed, and the records were examined for obvious irregularities (i.e., 
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clipping, distortion, apparent high noise) on an individual basis. A 5% cosine taper, acausal Butterworth 

filter, and baseline correction were then applied. The high-pass and low-pass filter frequencies were 

determined based on a Signal-to-Noise Ratio (SNR) threshold of 3. Any records with SNR values 

consistently less than 3 within the examined bandwidth were rejected. Overall, the ground motion database 

compiled by Zalachoris and Rathje (2019) consists of 4,815 3-component ground motion records from 223 

seismic stations.  

For the purpose of this research, motions were selected that had Mw > 3.5 and Rhyp < 70 km. Although the 

range of magnitudes of interest to liquefaction hazard evaluations is generally higher than Mw4.5 (Green 

and Bommer 2019), lower magnitude events were included to constrain the lower end of the regressed rd 

and MSF relationships. Induced earthquakes are generally small magnitude events with shallow focal 

depths. For this reason, induced ground motions often have large amplitudes near the source but attenuate 

quickly with distance (Atkinson 2020; Zalachoris and Rathje 2019). For this reason, the hypocentral 

distance of the selected motions was limited to 70 km because induced motions at greater distances do not 

generate damaging ground motions. Only ground motion recordings from sites with Vs30 ≥ 600 m/s were 

used in site response analysis. 

Due to the scarcity of motions having Mw > 5.1 and Rhyp < 50 at sites with Vs30 ≥ 600, additional ground 

motions from softer sites (500 ≤ Vs30 ≤ 600) were spectrally matched to reference rock site conditions using 

the approach developed by Al Atik and Abrahamson (2010) and implemented by the program RSPMatch09. 

Recorded ground motions were matched to spectra developed using the Zalachoris and Rathje (2019) and 

Novakovic et al. (2018) GMPEs. The Zalachoris and Rathje (2019) GMPE predicts spectra based on 

rotation-angle independent geometric average of horizontal ground-motion amplitudes (RotD50) (Boore 

2010), while the Novakovic et al. (2018) GMPE predicts spectra for the geometric mean of the horizontal 

components of motion. RotD50 amplitudes are typically very similar to geometric mean amplitudes 

(Novakovic et al. 2018), which allows a direct comparison of the two GMPEs.  

The spectral matching process scales ground motions based on amplitude while maintaining duration 

characteristics such as t5to95 (Al Atik and Abrahamson 2010). As a result, scaling ground motions for an 

event of a given magnitude to the response spectrum of an event of a larger magnitude will reflect the 

increased amplitude but not necessarily the increased duration expected for a larger magnitude event. This 

can lead to errors when trying to model the relationship between Mw, amax, and neq because neq is directly 

related to ground motion duration. Similar issues occur when spectrally matching ground motions with a 

given Rhyp to a spectrum developed using a different Rhyp, because the influence of Rhyp on duration and neq 

may not be properly maintained during the spectral matching process. To avoid these errors and to preserve 

the relationships among Mw, amax, Rhyp, duration, and neq, ground motions were only spectrally matched to 
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spectra for events having the same Mw and Rhyp. This essentially allowed for ground motions from softer 

sites (500 ≤ Vs30 ≤ 600) to be scaled to stiffer site conditions for use in site response analyses while 

maintaining Mw and Rhyp. These constraints limited the available motions for use in site responses analyses, 

but did provide several additional ground motions with Mw ≥ 4.7 and Rhyp < 50, while avoiding any issues 

in modelling neq. Ground motions were scaled to spectra for site conditions at the NEHRP B/C site class 

boundary (Vs30 = 760 m/s) (American Society of Civil Engineers 2010), which is the default output for the 

Novakovic et al. (2018) GMPE. A sensitivity analysis on the effect of the target Vs30 on site response was 

performed, and it was found that site response results were fairly insensitive to the selected target Vs30 for 

760 m/s ≤ Vs30 ≤ 1100 m/s. This corresponds to the range of Vs30 values for the majority of recording stations 

used as sources for this study. 

Al Atik and Abrahamson (2010) note that while site condition (e.g., Vs30) is an important factor in ground 

motion scaling, it is not as important in spectral scaling methods such as theirs. This is true as long as 

extreme conditions such as very soft soil sites are excluded because the spectral matching process is able 

to correct for differences in frequency content between the rock and soil sites. Furthermore, Bahrampouri 

et al. (2020) found no significant trends between duration and Vs30 for Vs30 ≳ 500 m/s. As a result, scaling 

ground motions with Vs30 ≥ 500 m/s to Vs30 = 760 m/s is not expected to significantly affect ground motion 

duration or alter observed trends among Mw, amax¸ Rhyp, and neq.  

The resulting distribution of the ground motions used in the site response analyses is shown in Figure 49. 

To account for potential differences in the spectra generated using the Zalachoris and Rathje (2019) and 

Novakovic et al. (2018) GMPEs, two ground motion databases were developed: the first is comprised of 

the recorded ground motions and motions matched to spectra developed using the Zalachoris and Rathje 

(2019) GMPE and the second is comprised of the recorded ground motions and motions matched to spectra 

developed using the Novakovic et al. (2018) GMPE. Site response and regression analyses were then carried 

out using both databases and the results compared. 
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Figure 49. Magnitude versus distance distribution of the ground motion database used in this study. 

 

4.2 Representative Soil Profiles 

Representative soil profiles for the region were developed for use in site response analyses. In addition to 

the profiles developed based on the site investigation discussed in Section 3, soil profiles were also 

developed based on soil profile information from several other sites across Oklahoma. A map of these 

additional sites is provided in Figure 50.  

Soil profile data at these sites were provided by contractors and government agencies and included a mix 

of CPT, SPT, and lab test data. Soil parameters required for site response analysis include Vs, total unit 

weight of the soil, and depth to groundwater table. Additional soil parameters used during site response 

analyses include PI, over-consolidation ratio, and strength parameters such as friction angle, (N1)60, and 

undrained shear strength. Vs values for these additional sites were estimated using correlations with CPT 

(Robertson and Cabal 2015; Ulmer et al. 2020) and SPT (Ulmer et al. 2020; Wair et al. 2012) results. Other 

soil parameters were obtained from lab test data when available. At sites where lab test information was 

not available, soil parameters were estimated using CPT correlations (Robertson and Cabal 2015) or 

randomly assigned using soil type-specific distributions developed using the lab test data from the other 

sites.  
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Figure 50. Source locations for site profile data. 

 

Although the data provided for these sites allowed for reasonable characterization of the soil profiles at 

these sites, information about the bedrock layers (e.g., Vs, weathered rock thickness) was generally not 

available. To address this issue, bedrock Vs data from Stephenson et al. (n.d.) was used to estimate bedrock 

layering and Vs values at each site. Stephenson et al. (n.d.) developed Vs profiles at 28 seismograph stations 

located in central and northern Oklahoma near the epicenters of the 2011 Fairview, 2016 Pawnee, and 2016 

Cushing, Oklahoma earthquakes. The developed Vs profiles consisted of 3-4 layers generally intended to 

reflect a soil/weathered rock/rock profile. Weathered rock and bedrock information from these profiles was 

used to develop statistical distributions for Vs of the bedrock (Vsbed) and the thickness of weathered rock 

zone between the soil and bedrock layers for use in the current study. These distributions were used to 

randomly assign Vsbed and weathered rock thickness for the developed site profiles. Vsbed for the Stephenson 

et al. (n.d.) ranged from 800 to 2700 m/s and roughly followed a log-normal distribution with a mean 

(μln(Vsbed)) of 7.26 (1508.5 m/s) and standard deviation (σln(Vsbed)) of 0.32. This range is consistent with Vsbed 

values for CEUS site profiles used by Lasley et al. (2016, 2017) in developing rd and neq relationships for 

the CEUS.  

The thickness of the weathered rock transition zone between the soil profile and bedrock layers ranged from 

0 to 28 m and approximately exhibited a normal distribution with mean of 16 m and standard deviation of 
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7.5 m. This weathered rock transition was also added to the developed profiles using a randomly assigned 

thickness based on the Stephenson et al. (n.d.) distribution. For the purposes of the developed profiles, the 

transition zone was divided into four sublayers with Vs values linearly increasing from the Vs at the base of 

the soil profile to Vsbed. This approach, as well as this range of weathered rock thicknesses, is consistent 

with weathered rock transitions observed in the Lasley et al. (2016, 2017) CEUS profiles.  

In order to account for the effect of the random distributions used to develop the site profiles, three iterations 

of each profile were created using different realizations of each randomly assigned soil or rock parameter. 

Site response analysis results for all iterations were included in the regression database. 

4.3 Equivalent-Linear Site Response Analysis 

Equivalent-linear site response analyses were performed using ShakeVT2 (Lasley et al. 2014; Thum et al. 

2019), a rewrite of SHAKE and SHAKE91 (Idriss and Sun 1992; Schnabel et al. 1972). Separate analyses 

were performed using both the Darendeli and Stokoe (2001) and Ishibashi and Zhang (1993) MRD curves. 

These curves are used to model the nonlinear response of the soil. The results from analyses using the two 

different MRD curves were compared to see the effects of the curves on the resulting rd and neq relationships. 

Site response analyses were used to output rd and neq data for each liquefiable soil layer as a function of 

depth for ground motion/site profile combination. This was repeated for both ground motion databases, 

resulting in four sets of site response analysis results developed using: (1) the Zalachoris and Rathje (2019) 

ground motion database with Ishibashi and Zhang (1993) MRD curves (hereafter referred to as the ZR19_IZ 

dataset), (2) the Zalachoris and Rathje (2019) ground motion database with Darendeli and Stokoe (2001) 

MRD curves (ZR19_DS dataset), (3) the Novakovic et al. (2018) ground motion database with Ishibashi 

and Zhang (1993) MRD curves (Nea18_IZ dataset), and (4) the Novakovic et al. (2018) ground motion 

database with Darendeli and Stokoe (2001) MRD curves (Nea18_DS dataset). Separate rd, neq, and MSF 

relationships were developed for each dataset to account for the effects of MRD and GMPE selection on 

the regressed relationships.  

4.4 Proposed rd Relationship 

Figure 51 presents the output rd from site response analyses as a function of the predictor variables used in 

the Green et al. (2020) model. These included depth, Mw, ln(amax), and Vs12. For clarity, plots for Mw, 

ln(amax), and Vs12 were shown for data for depths from 5 to 10 m, although similar trends were observed at 

other depths. Other variables were considered for inclusion in the model, but none were shown to be 

significant predictors of rd. Plots are shown for the ZR19_IZ dataset, but the observed trends are similar for 

all datasets. The trend of rd with depth follows a sigmoidal shape, similar to the trend observed by Green et 

al. (2020), with rd decreasing with increasing depth. Positive correlations are observed between rd and both 
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Mw and Vs12 while a negative correlation is observed between rd and amax. The observed trend between Mw 

and rd is consistent with previous studies and the expectation that larger magnitude events with longer 

wavelengths will lead to more rigid profile response (higher rd). The observed positive trend between Vs12 

and rd is also consistent with Green et al. (2020) and Lasley et al. (2016). Stiffer soil profiles (higher Vs12) 

would be expected to behave more rigidly as demonstrated by the data shown in Figure 51. The negative 

correlation between amax and rd is consistent with the findings of Green et al. (2020) and Cetin (2000). 

Lasley et al. (2016) also noted that a strong correlation between rd and shaking intensity as measured by 

amax would be expected, but they did not find significant correlation between amax and rd for their dataset. 

Based on the observed trends in the rd datasets, as well as observations from previous studies, it was decided 

that Mw, amax, and Vs12 would be included in the rd regression. 

 

Figure 51. Heat map of rd versus potential predictor variables: Mw, ln(amax), Vs12, and depth. Plots 

for Mw, ln(amax), and Vs12 are for depths of 5 to 10 m. Values shown are for the ZR19_IZ dataset. 

Statistical regressions for this project were performed using the program R (R Core Team 2018) with the 

lme4 package (Bates et al. 2015). The lme4 package implements mixed effects regressions, which were 

used to avoid potential biases from earthquakes or profiles that have a relatively large number of data points. 

Random effects terms were included during both the rd and neq regressions. These included an earthquake 
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event term and a soil profile term as shown in the rd and neq relationships presented in this and the following 

section.  

Several functional forms for rd were considered, including the Lasley et al. (2016) and Green et al. (2020) 

functional forms presented in Section 2.3.1. The final function form was a slightly modified version of the 

rd functional form from Green et al. (2020), which is based on a sigmoid shape with a main variable of 

logarithmic depth, and location and scale parameters that are functions of Mw, amax, and Vs12. This proposed 

rd relationship is 

𝑟𝑑−𝑂𝐾 = 1 −
𝐴𝑟𝑑

1 + exp [−
ln(𝑧) − 𝐵𝑟𝑑

𝐶𝑟𝑑
]

+ 𝛽15 +  δevent_rd + δprofile_rd + δ0_rd;  0 ≤  𝑟𝑑  ≤  1 
(11) 

 

where z is depth in m, Ard, Brd, and Crd are functions of Mw, amax, and Vs12; 𝛽15 is a regression coefficient; 

𝛿𝑒𝑣𝑒𝑛𝑡_𝑟𝑑 and 𝛿𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑟𝑑 are random effect terms for the earthquake events and soil profiles; and 𝛿0_𝑟𝑑 is 

the residual. The random effect terms and residual terms are assumed to be zero-mean normally distributed 

random variables with standard deviations of 𝜏𝑒𝑣𝑒𝑛𝑡_𝑟𝑑, 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑟𝑑, 𝜎0_𝑟𝑑 for the event, profile, and residual 

terms, respectively. As with the Green et al. (2020) study, an apparent scaling break for relatively large 

values of amax (> 0.25g for this study) was observed and included in the regression. Functional forms with 

the random effect terms included in the Ard term, providing for depth-dependent random effects, were 

considered. However, analysis of the residuals of a mixed effect regression that did not include the profile 

random effect showed no significant trends in depth-dependence as a function of profile. Similarly, an 

analysis of the residuals of a mixed effect regression that did not include the event random effect showed 

no significant trends in depth-dependence as a function of earthquake event. As a result, depth-independent 

random effect terms were used as shown in Equation (11. 

Two sets of relationships were developed for Ard, Brd, and Crd, one with Vs12 and one without Vs12, to allow 

for this model to be used for varying levels of site characterization. The first set of expressions for Ard, Brd, 

and Crd when Vs12 is available is: 

𝐴𝑟𝑑 = 𝛽1 + 𝛽4 ∙ 𝑀𝑤 + 𝛽5 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛽9 ∙ 𝑉𝑠12;  for 𝑎𝑚𝑎𝑥  ≤ 0.25g  (12a) 

 = 𝛽1 + 𝛽4 ∙ 𝑀𝑤 + 𝛽5 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛽8 ∙ ln (
𝑎𝑚𝑎𝑥

0.25
) + 𝛽9 ∙ 𝑉𝑠12;  for 𝑎𝑚𝑎𝑥 > 0.25g  (12b) 

 

𝐵𝑟𝑑 = 𝛽2 + 𝛽6 ∙ 𝑀𝑤 + 𝛽10 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛽14 ∙ 𝑉𝑠12;  for 𝑎𝑚𝑎𝑥  ≤ 0.25g  (13a) 

 = 𝛽2 + 𝛽6 ∙ 𝑀𝑤 + 𝛽10 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛽12 ∙ ln (
𝑎𝑚𝑎𝑥

0.25
) + 𝛽14 ∙ 𝑉𝑠12;  for 𝑎𝑚𝑎𝑥 > 0.25g  (13b) 
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𝐶𝑟𝑑 = 𝛽3 + 𝛽7 ∙ 𝑀𝑤 + 𝛽11 ∙ ln(𝑎𝑚𝑎𝑥) ;  for 𝑎𝑚𝑎𝑥  ≤ 0.25g  (14a) 

 = 𝛽3 + 𝛽7 ∙ 𝑀𝑤 + 𝛽11 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛽13 ∙ ln (
𝑎𝑚𝑎𝑥

0.25
) ;  for 𝑎𝑚𝑎𝑥 > 0.25g  (14b) 

 

and the second set when Vs12 is not available is: 

𝐴𝑟𝑑 = 𝛽1 + 𝛽4 ∙ 𝑀𝑤 + 𝛽5 ∙ ln(𝑎𝑚𝑎𝑥) ;  for 𝑎𝑚𝑎𝑥  ≤ 0.25g  (15a) 

 = 𝛽1 + 𝛽4 ∙ 𝑀𝑤 + 𝛽5 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛽8 ∙ ln (
𝑎𝑚𝑎𝑥

0.25
) ;  for 𝑎𝑚𝑎𝑥 > 0.25g  (15b) 

 

𝐵𝑟𝑑 = 𝛽2 + 𝛽6 ∙ 𝑀𝑤 + 𝛽10 ∙ ln(𝑎𝑚𝑎𝑥) ;  for 𝑎𝑚𝑎𝑥  ≤ 0.25g  (16a) 

 = 𝛽2 + 𝛽6 ∙ 𝑀𝑤 + 𝛽10 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛽12 ∙ ln (
𝑎𝑚𝑎𝑥

0.25
) ;  for 𝑎𝑚𝑎𝑥 > 0.25g  (16b) 

 

𝐶𝑟𝑑 = 𝛽3 + 𝛽7 ∙ 𝑀𝑤 + 𝛽11 ∙ ln(𝑎𝑚𝑎𝑥) ;  for 𝑎𝑚𝑎𝑥  ≤ 0.25g  (17a) 

 = 𝛽3 + 𝛽7 ∙ 𝑀𝑤 + 𝛽11 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛽13 ∙ ln (
𝑎𝑚𝑎𝑥

0.25
) ;  for 𝑎𝑚𝑎𝑥 > 0.25g  (17b) 

 

where 𝛽𝑖 are regression coefficients, amax is in units of g, and Vs12 is in units of m/s. The two sets of 

expressions will hereafter be referred to as rd Model 1 (with Vs12) and rd Model 2 (without Vs12) in this 

report. Regressions were performed using all four datasets. A bootstrapping technique (Efron and Tibshirani 

1994) was used during regression to obtain mean and standard deviations for all regression coefficients. 

The bootstrapping technique consisted of the following steps: 

1. 30,000 data points were randomly selected (without replacement) from the dataset. 

2. Regression coefficients were obtained for the sampled 30,000 data points and the 

functional form of interest. 

3. Steps 1 and 2 were repeated 1,000 times and the regression coefficients for each iteration 

were recorded. 

4. The mean and standard deviation of the distribution of each regression coefficient were 

calculated.  

The mean values and standard deviations of the regression coefficients for the rd models are presented in 

Table 4. Standard deviation can be used as a measure of whether the coefficients are well-constrained by 

the data. Based on the low observed standard deviations relative to the mean values, Mw, amax, and Vs12 

appear well-constrained by the data. Standard deviations were somewhat higher for terms in Ard than for 

terms in Brd and Crd. This appears to reflect the relatively small variation in rd at larger depths, which is 

governed in the model by Ard. The Ard terms were kept because model residuals at depth increased for 
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models where these terms were removed. Regressed values of 𝜏𝑒𝑣𝑒𝑛𝑡_𝑟𝑑 and 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑟𝑑, are presented in 

Table 4. 

 

Table 4. Regression coefficients for rd Models 1 and 2. 

 Model 1:  rd = f (z, Mw, amax, Vs12) Model 2:  rd = f (z, Mw, amax) 

Dataset: ZR19_DS Nea18_DS ZR19_IZ Nea18_IZ ZR19_DS Nea18_DS ZR19_IZ Nea18_IZ 

β1 0.9504 0.9843 0.9514 0.9693 0.9147 0.9545 0.8939 0.9172 

σβ1 0.02106 0.02286 0.02085 0.02281 0.01842 0.02133 0.01842 0.01989 

β2 -1.1204 -1.2094 -0.9855 -1.0643 -0.4313 -0.5251 -0.3243 -0.4058 

σβ2 0.05544 0.05976 0.05682 0.05977 0.04749 0.04971 0.04541 0.04927 

β3 0.05063 0.00191 0.03472 -0.03643 0.04963 0.00539 0.02729 -0.03972 

σβ3 0.03463 0.03781 0.03344 0.03706 0.03562 0.03883 0.03341 0.03740 

β4 -0.01387 -0.02252 -0.00614 -0.01079 -0.01573 -0.02466 -0.00802 -0.01321 

σβ4 0.003986 0.004450 0.003882 0.004339 0.004114 0.004746 0.004148 0.004545 

β5 -0.01211 -0.01133 -0.00957 -0.00911 -0.01027 -0.00944 -0.00838 -0.00806 

σβ5 0.0014337 0.0014482 0.0013634 0.0013855 0.001406 0.001452 0.001364 0.001320 

β6 0.2283 0.2536 0.2261 0.2480 0.2242 0.2502 0.2240 0.2462 

σβ6 0.008446 0.009438 0.008375 0.009193 0.008863 0.009666 0.008755 0.009936 

β7 0.09263 0.1090 0.09936 0.1210 0.09009 0.1052 0.09814 0.1185 

σβ7 0.00718 0.00788 0.00694 0.00789 0.00736 0.00816 0.00702 0.00796 

β8 0.1148 0.1365 0.0672 0.0981 0.1507 0.1757 0.0853 0.1148 

σβ8 0.02984 0.03208 0.01700 0.01862 0.03222 0.03564 0.01713 0.01837 

β9 -2.179x10-4 -1.848x10-4 -3.672x10-4 -3.404x10-4 - - - - 

σβ9 8.383x10-6 8.515x10-6 8.361x10-6 8.582x10-6 - - - - 

β10 -0.1470 -0.1452 -0.1237 -0.1228 -0.1435 -0.1421 -0.1218 -0.1210 

σβ10 0.004163 0.004199 0.003993 0.004088 0.004378 0.004236 0.004075 0.003851 

β11 -0.050288 -0.04787 -0.047108 -0.04516 -0.04905 -0.04675 -0.04671 -0.04499 

σβ11 0.002943 0.002915 0.002723 0.002719 0.002899 0.003002 0.002757 0.002778 

β12 -1.0824 -1.1500 -0.5747 -0.5665 -1.0219 -1.0755 -0.5377 -0.5309 

σβ12 0.09958 0.09958 0.05256 0.05083 0.10696 0.10234 0.05543 0.05019 

β13 0.7333 0.7687 0.3977 0.4480 0.7772 0.8222 0.4162 0.4628 

σβ13 0.1298 0.1314 0.0574 0.0625 0.1385 0.1446 0.0605 0.0610 

β14 0.004663 0.004664 0.004568 0.004556 - - - - 

σβ14 0.0002191 0.0002247 0.0002289 0.0002346 - - - - 

β15 0.01109 0.01421 0.00990 0.01367 0.00856 0.01145 0.00855 0.01209 

σβ15 0.002086 0.002215 0.001998 0.002105 0.002188 0.002227 0.002181 0.002203 

τevent_rd 0.0547 0.0570 0.0550 0.0574 0.0548 0.0570 0.0551 0.0574 

τprofile_rd 0.0380 0.0379 0.0360 0.0355 0.0456 0.0449 0.0445 0.0437 
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Plots of residuals as a function of predictor variables for rd Models 1 and 2 for the ZR19_IZ dataset are 

shown in Figure 52 and Figure 53, respectively. This includes Mw, amax, Vs12, and depth. Both loess and 

linear fits to the residuals are presented to show overall trends in the residual. Error bars showing 𝜎0_𝑟𝑑 of 

the binned residuals are also presented. Although there is some variation, binned residuals tend to be mean-

zero and normally distributed for both models. This suggests that both models provide acceptable fits to the 

rd data for the range of Mw, amax, Vs12, and depth considered. Although both models provide acceptable fits 

to the data, the inclusion of Vs12 in Model 1 significantly reduced 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒, indicating a better fit. Model 1 

also provided better fits for larger values of amax, which is significant for liquefaction hazard analyses.  

 

 

Figure 52. Heat map of rd Model 1 residuals versus predictor variables (Equations (11 - (14). Yellow 

lines show loess fits to the residuals, red lines show linear trends fitted to the residuals, and the 

green error bars show the means and standard deviations of the binned residuals. Results shown 

for ZR19_IZ dataset. 
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Figure 53. Heat map of rd Model 2 residuals versus predictor variables (Equations (11, (15 - (17). 

Yellow lines show loess fits to the residuals, red lines show linear trends fitted to the residuals, and 

the green error bars show the means and standard deviations of the binned residuals. Results 

shown for ZR19_IZ dataset. 

 

Assuming model random effect terms are uncorrelated, the total standard deviation (𝜎𝑡𝑜𝑡𝑎𝑙_𝑟𝑑) can be 

estimated as:  

𝜎𝑇𝑜𝑡𝑎𝑙_𝑟𝑑 =  √ 𝜏𝑒𝑣𝑒𝑛𝑡_𝑟𝑑
2 + 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑟𝑑

2 + 𝜎0_𝑟𝑑
2  (18) 

 

As shown in Figure 52 and Figure 53, 𝛿0_𝑟𝑑 was found to have a heteroscedastic standard deviation (𝜎0_𝑟𝑑) 

that increases with depth for z ≤ 3.5 m and decreases with depth for z > 3.5 m. This behavior was modeled 

as: 
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𝜎0𝑟𝑑
(𝑧) =

𝛽20

{1+exp[−𝛽22(ln(𝑧)−𝛽21)]}
∙ [

𝛽18

{1+exp[−𝛽19(3.5−𝛽17)]}
+ 𝛽16] ;  

for z ≤  3.5 m 

(19a) 

        =
𝛽18

{1+exp[−𝛽19(𝑧−𝛽17)]}
+ 𝛽16 ;  for z > 3.5 m (19b) 

 

A logistic scaling term, the first term in Equation 19a, was used for depths less than 3.5 m because it 

provided a good fit to the data and ensured 𝜎0 would be zero at the ground surface. This constraint on 𝜎0 

was used to maintain the constraint of 𝑟𝑑 ≤ 1 near the ground surface. Regression coefficients for Equation 

19 were determined through non-linear least squares regression. The regressed coefficients are presented 

for the 𝜎0_𝑟𝑑 are shown in Table 5. An example of the resulting curve fit for 𝜎0_𝑟𝑑 is provided in Figure 54 

for rd Model 1. 

Table 5. Regression coefficients for the 𝝈𝟎_𝒓𝒅 model. 

Model Dataset β16 β17 β18 β19 β20 β21 β22 

1 ZR19_DS 0.0537 6.0516 0.0647 -0.3607 1.0243 -0.9984 1.6515 

1 Nea18_DS 0.0528 5.8068 0.0682 -0.3412 1.0225 -0.9988 1.6857 

1 ZR19_IZ 0.0493 6.2395 0.0702 -0.3217 1.0324 -0.9536 1.5548 

1 Nea18_IZ 0.0498 6.0594 0.0720 -0.3126 1.0316 -0.9598 1.5610 

2 ZR19_DS 0.0521 5.8598 0.0702 -0.3411 1.0268 -1.1561 1.5023 

2 Nea18_DS 0.0529 5.7001 0.0716 -0.3322 1.0261 -1.1574 1.5126 

2 ZR19_IZ 0.0498 6.4478 0.0687 -0.3390 1.0366 -1.1536 1.3749 

2 Nea18_IZ 0.0504 6.2425 0.0714 -0.3207 1.0364 -1.1525 1.3777 

 

 



68 

 

 

Figure 54. Standard deviation (𝝈𝟎) model for rd Model 1. ZR19_IZ dataset.  

Although the random effect terms used in Equation (11 are considered depth-independent, it was still 

desirable to scale them to zero at the ground surface to ensure 𝜎𝑇𝑜𝑡𝑎𝑙_𝑟𝑑 = 0 and rd ≤ 1 at the ground surface. 

To this end, the logistic scaling term from Equation 19a was applied to 𝜏𝑒𝑣𝑒𝑛𝑡 and 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒 at depths less 

than 3.5 m. The resulting equations for 𝜏𝑒𝑣𝑒𝑛𝑡_𝑟𝑑(𝑧) and 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒(𝑧) are 

𝜏𝑒𝑣𝑒𝑛𝑡_𝑟𝑑(𝑧) =
𝛽20

{1+exp[−𝛽22(ln(𝑧)−𝛽21)]}
∙ 𝜏𝑒𝑣𝑒𝑛𝑡_𝑟𝑑0

;  for z ≤  3.5 m  (20a) 

                = 𝜏𝑒𝑣𝑒𝑛𝑡_𝑟𝑑0
;  for z > 3.5 m  (20b) 

and 

𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑟𝑑(𝑧) =
𝛽20

{1+exp[−𝛽22(ln(𝑧)−𝛽21)]}
∙ 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑟𝑑0

;  for z ≤  3.5 m  (21a) 

                   = 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑟𝑑0
;  for z > 3.5 m  (21b) 

 

where 𝜏𝑒𝑣𝑒𝑛𝑡_𝑟𝑑0
 and 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑟𝑑0

 are the depth-independent event and profile random effect standard 

deviations output during regression (equivalent to 𝜏𝑒𝑣𝑒𝑛𝑡_𝑟𝑑 and 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑟𝑑 in Table 4). Regression 

coefficients 𝛽20 through 𝛽22 from Equations 20 and 21 are the same as from Equation 19. These are listed 

in Table 5. Total standard deviation as a function of depth is then estimated as: 
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𝜎𝑇𝑜𝑡𝑎𝑙_𝑟𝑑(𝑧) = √(𝜏𝑒𝑣𝑒𝑛𝑡_𝑟𝑑(𝑧))
2

+ (𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑟𝑑(𝑧))
2

+ (𝜎0_𝑟𝑑(𝑧))
2
  (22) 

 

Figure 55 shows a comparison of rd Models 1 and 2 developed for Oklahoma (ZR19_IZ dataset) and the rd 

relationships proposed by Lasley et al. (2016) for the CEUS and WUS and by Idriss (1999) for the WUS. 

Estimates are shown for Mw = 4.5, 5.0, and 5.8, representative of the general range of overlap for the 

presented models, and for Vs12 values 120 m/s and 180 m/s to illustrate the effect of Vs12 on the predicted 

rd. As may be observed from this figure, the rd estimates for the Oklahoma model tend to be lower than for 

the Lasley et al. (2016) or Idriss (1999) models for the range of Mw and Vs12 shown. For Mw ≤ 5, V s12 = 

120 m/s, and depths greater than approximately 12 m, the difference between the Oklahoma models and 

Lasley et al. (2016) models is not large. However, for shallower depths, larger Mw, and/or higher Vs12, the 

Lasley et al. (2016) models predict similar rd values to the Oklahoma models. The Oklahoma models exhibit 

weaker scaling with both Mw and Vs12 than the tectonic models. As a result, the difference between rd 

estimated by the models becomes significantly more pronounced with increases in either Mw or Vs12, 

particularly for depths between 2 and 10 m.  

The Idriss (1999) model leads to larger over-predictions than Lasley et al. (2016) for all values of Mw, amax, 

and Vs12 considered. As expected, the Oklahoma models are closer to the Lasley et al. (2016) CEUS model 

than to either of the WUS models. However, the Lasley et al. (2016) CEUS model still tends to significantly 

over-predict rd for Mw > 5 and larger V s12 values. These trends are consistent with the observations of 

Novakovic et al. (2018) that induced ground motions are similar to tectonic motions for low Mw but exhibit 

larger spectral accelerations for higher Mw. The observed trends are also consistent with the observation 

made by Zalachoris and Rathje (2019) that induced motions with Rhyp < 20 km have higher spectral 

accelerations than tectonic motions. Both studies found the differences in spectral accelerations are 

particularly pronounced at higher frequencies. Greater high frequency content is expected to lead to less 

rigid response of the soil column and, thus, lower rd. This is consistent with the lower rd values estimated 

by the Oklahoma models. Model 1 for Oklahoma, which includes V s12, exhibits a trend of increasing rd 

with increasing Vs12. This is consistent with expectations that stiffer soil profiles will exhibit more rigid soil 

response and larger values of rd. However, the scaling of rd with Vs12 is not as pronounced for the Oklahoma 

models as for either of the Lasley et al. (2016) models.  
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Figure 55. Comparison of rd models 1 and 2 from the current study (ZR19_IZ dataset) to 

relationships proposed by Lasley et al. (2016) [Lea16] for the CEUS and WUS and by Idriss (1999) 

[I99] primarily for the WUS for Mw = 4.5, 5.0, and 5.8 and Vs12 = 120 m/s and 180 m/s. Estimates for 

the Oklahoma models are presented for amax = 0.1g, 0.3g, and 0.5g. 
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Figure 56 shows a comparison of rd Model 1 for the ZR19_IZ, ZR19_DS, Nea18_IZ, and Nea18_DS 

datasets. Curves are shown for Mw = 4.5, 5.0, and 5.8; amax = 0.1g and 0.5g; and Vs12 = 120 m/s and 180 

m/s. Overall trends with depth are similar for the four models, particularly relative to the Lasley et al. (2016) 

and Idriss (1999) models. However, predicted rd for the ZR19 datasets tends to be higher than for the Nea18 

datasets. The ZR19 estimates for the Mw, amax, and Vs12 range values shown are approximately 0-12% higher 

than the Nea18 estimates. The differences in estimated rd tend to increase with Mw and depth, decrease with 

increasing amax, and remain constant with changes in Vs12. Differences are also noted when comparing rd 

estimates for the IZ and DS MRD datasets. For amax = 0.5g, estimated rd for the DS datasets tend to be 10-

15% larger than the IZ datasets for depths less than approximately 6 m but approximately 5% smaller for 

depths greater than 6 m. For amax = 0.1g, predictions are similar for DS and IZ at shallow depths, but 

estimates for the IZ datasets are 2-10% higher for depths greater than 6 m. The observed differences tend 

to increase with increases in Mw and decrease with increases in Vs12. While the impact of MRD and GMPE 

selection on rd tends to be small, the additional uncertainty resulting from MRD and GMPE selection should 

be considered in forward analyses. 
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Figure 56. Comparison of rd Model 1 for the ZR19_IZ, ZR19_DS, Nea18_IZ, and Nea18_DS 

Datasets. Curves are shown for Mw = 4.5, 5.0, and 5.8; amax = 0.1g and 0.5g; and Vs12 = 120 m/s and 

180 m/s. 
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4.5 Proposed neq and MSF Relationships 

Figure 57 and Figure 58 present neq as a function of several potential predictor variables used in previous 

neq models including Mw, ln(amax), Rhyp, and Vs12. Plots of neq versus Vsbed and depth are also shown. The neq 

results shown are for the ZR19_IZ dataset, but the general trends for this dataset are consistent across all 

four datasets. The most significant predictor variables for neq are ln(amax) and Rhyp, with ln(amax) being 

negatively correlated to neq and Rhyp being positively correlated to neq. No significant correlation is observed 

between neq and either Mw or Vs12, and only very weak positive correlation is observed between neq and 

Vsbed. Weak correlation is observed between depth and neq. However, no trend is observed for depths greater 

than 2 m. The weak trend observed appears to be the result of artificially high neq values near the ground 

surface resulting from very small strains. The lack of depth-dependency for neq is consistent with previous 

studies.  

The negative correlation between amax and neq is consistent with trends observed by both Lasley et al. (2017) 

and Green et al. (2020). The positive correlation between Rhyp and neq is consistent with the expectation that 

the ground motion duration increases with Rhyp (e.g., Boore and Thompson 2015). Similar trends were 

observed by Lee (2009) and Liu et al. (2001) who developed neq models that included site-to-source distance 

(R) as a predictor variable. Lasley et al. (2017) also developed a model in terms of Mw and R and found a 

positive correlation between R and neq. The shape of the observed neq-Rhyp curve (Figure 58) is similar to 

the path duration-point source distance model for the CEUS developed by Boore and Thompson (2015) and 

shown in Figure 4. The Boore and Thompson (2015) model shows path duration increasing rapidly with 

distance up to a point-source distance of ~45 km, at which distance path duration plateaus out to a distance 

of 125 km. Similarly, neq for this study, as shown in Figure 57, increases rapidly with Rhyp up to Rhyp ≈ 35 

km at which distance neq does not increase significantly with further increases in Rhyp.  

 

Figure 57. Heat map of ln(neq) versus Mw, ln(amax), and Rhyp. Values shown are for the ZR19_IZ 

dataset. 
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Figure 58. Heat map of ln(neq) versus Rhyp, Vsbed, and depth. Values shown are for the ZR19_IZ 

dataset. 

The lack of a strong correlation with Mw was surprising given the tendency for ground motion duration to 

increase with increasing earthquake magnitude (e.g., Green et al. 2020; Lasley et al. 2017). The relationship 

between neq and Mw was investigated further by partitioning the neq results by amax and then plotting the 

partitioned neq values against Mw (Figure 59). As shown in this figure, there is a strong positive correlation 

between the partitioned neq values and Mw, consistent with previous studies. This suggests that, while amax 

is a much stronger predictor of neq than Mw, Mw is still a significant predictor of neq when used in conjunction 

with amax. No significant correlation was observed between neq and Vs12, even after partitioning the data by 

amax or Rhyp. The correlation between neq and Vsbed increased slightly (R2 ≈ 0.10) when neq was partitioned 

by amax, but this correlation was still considered too weak to include Vsbed in the neq model. Based on the 

observed trends in the data, it was determined that the neq model would be regressed using Mw, amax, and 

Rhyp as predictors. The regressions were performed using neq computed from individual horizontal 

components of motion similar to the approach used by Green et al. (2020) and Approach 1 from Lasley et 

al. (2017). This approach was used to accommodate the single-component spectrally matched ground 

motions included in ground motion database. Accordingly, the proposed neq relationship should be used in 

conjunction with Equation (10) when estimating MSF. 
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Figure 59. ln(neq) versus Mw for 0.01g < amax ≤ 0.05g, 0.05g < amax ≤ 0.1g, and amax > 0.1g. Values 

shown are for the ZR19_IZ dataset. 

The proposed functional forms for the neq relationship are based on the neq models developed by Green et 

al. (2020) and Lasley et al. (2017). Two models were proposed, one that includes Mw and amax as predictors 

and a second that includes Mw, amax, and Rhyp. Both models include a break in scaling for amax ≥ 0.25g, 

similar to the scaling break used for the rd model. The scaling break observed in Figure 57 for Rhyp ≥ 35 km 

is also included in the second model. The functional forms for neq Model 1 (with Rhyp) and neq Model 2 

(without Rhyp) are: 

Model 1: 

ln[𝑛𝑒𝑞−𝑂𝐾(𝑀𝑤, 𝑎𝑚𝑎𝑥 , 𝑅ℎ𝑦𝑝)] = 𝛼1 + 𝛼2 ∙ 𝑀𝑤 + 𝛼3 ∙ ln(𝑎𝑚𝑎𝑥) + α5 ∙ 𝑅ℎ𝑦𝑝 +  δevent_neq  

+δprofile_neq + δ0_neq; for 𝑎𝑚𝑎𝑥  ≤ 0.25g, 𝑅ℎ𝑦𝑝 ≤ 35 km  
(23a) 

= 𝛼1 + 𝛼2 ∙ 𝑀𝑤 + 𝛼3 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛼4 ∙ ln (
𝑎𝑚𝑎𝑥

0.25
) + α5 ∙ 𝑅ℎ𝑦𝑝 + δevent_neq  

+δprofile_neq + δ0_neq;  for 𝑎𝑚𝑎𝑥 > 0.25g, 𝑅ℎ𝑦𝑝 ≤ 35 km  
(23b) 

= 𝛼1 + 𝛼2 ∙ 𝑀𝑤 + 𝛼3 ∙ ln(𝑎𝑚𝑎𝑥) + α5 ∙ 𝑅ℎ𝑦𝑝  + α6 ∙ (𝑅ℎ𝑦𝑝 − 35 km) +  δevent_neq  

+δprofile_neq + δ0_neq; for 𝑎𝑚𝑎𝑥  ≤ 0.25g, 𝑅ℎ𝑦𝑝 > 35 km  
(23c) 

= 𝛼1 + 𝛼2 ∙ 𝑀𝑤 + 𝛼3 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛼4 ∙ ln (
𝑎𝑚𝑎𝑥

0.25
) + α5 ∙ 𝑅ℎ𝑦𝑝  + α6 ∙ (𝑅ℎ𝑦𝑝 − 35 km)  

+ δevent_neq +  δprofile_neq + δ0_neq; for 𝑎𝑚𝑎𝑥 > 0.25g, 𝑅ℎ𝑦𝑝 > 35 km  
(23d) 

and Model 2: 

ln[𝑛𝑒𝑞−𝑂𝐾(𝑀𝑤 , 𝑎𝑚𝑎𝑥)] = 𝛼1 + 𝛼2 ∙ 𝑀𝑤 + 𝛼3 ∙ ln(𝑎𝑚𝑎𝑥) +  δeventneq
+ δprofileneq

+ δ0neq
;   

for 𝑎𝑚𝑎𝑥  ≤ 0.25g 
(24a) 

= 𝛼1 + 𝛼2 ∙ 𝑀𝑤 + 𝛼3 ∙ ln(𝑎𝑚𝑎𝑥) + 𝛼4 ∙ ln (
𝑎𝑚𝑎𝑥

0.25
) + δevent_neq + δprofile_neq  

+ δ0_neq;  for 𝑎𝑚𝑎𝑥 > 0.25g  

(24b) 

 



76 

 

The mean values and standard deviations of the regression coefficients for the neq models are presented in 

Table 6. The low values of standard deviation relative to mean values for the regressed parameters indicate 

that they are well-constrained by the data.  

Table 6. Regression coefficients for the neq models. 

 Model 1:  neq = f (Mw, amax, Rhyp) Model 2:  neq = f (Mw, amax) 

Dataset: ZR19_DS Nea18_DS ZR19_IZ Nea18_IZ ZR19_DS Nea18_DS ZR19_IZ Nea18_IZ 

α1 -1.0483 -0.7663 -1.1128 -0.8634 -2.1040 -1.9571 -2.1180 -2.0142 

σα1 0.0430 0.0465 0.0431 0.0458 0.03901 0.04135 0.03892 0.04077 

α2 0.4905 0.4207 0.5209 0.4590 0.7658 0.7330 0.7895 0.7672 

σα2 0.00793 0.00882 0.00813 0.00890 0.00616 0.00675 0.00623 0.00676 

α3 -0.3044 -0.2995 -0.3065 -0.3021 -0.511 -0.509 -0.5003 -0.4991 

σα3 0.00517 0.00523 0.00516 0.00508 0.00352 0.00354 0.00346 0.00342 

α4 0.3504 0.4023 0.2467 0.3019 0.4642 0.5327 0.3059 0.3771 

σα4 0.0307 0.0269 0.0236 0.0204 0.03037 0.02712 0.02273 0.02020 

α5 0.03094 0.03146 0.02952 0.03009 - - - - 

σα5 0.000578 0.000574 0.000584 0.000574 - - - - 

α6 -0.0217 -0.0222 -0.0203 -0.0209 - - - - 

σα6 0.000754 0.000749 0.000752 0.000742 - - - - 

 

Figure 60 and Figure 61 are plots of model residuals versus predictor variables for neq Models 1 and 2, 

respectively. This includes Mw, amax, and Rhyp. Plots of residuals versus depth are also shown. Both loess 

and linear fits to the residuals are presented to show the overall trends in the residuals. Error bars showing 

𝜎0_𝑛𝑒𝑞 of the binned residuals are also presented. The binned residuals for both models are generally mean-

zero and normally distributed, suggesting the models are suitable fits of the neq data for the range of Mw, 

amax, Rhyp, and depth considered. Although both models fit the data well, the inclusion of Rhyp in Model 1 

significantly reduced 𝜏𝑒𝑣𝑒𝑛𝑡_𝑛𝑒𝑞 , 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑛𝑒𝑞, and 𝜎0_𝑛𝑒𝑞, indicating a significantly improved fit of the data. 

Both models exhibited a tendency to slightly over-predict ln(neq) for very small amax values (amax ≲ 0.003g). 

However, amax values in this range do not pose a threat of liquefaction. Plots are shown for the ZR19_IZ 

dataset but similar trends are observed for the other datasets. 
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Figure 60. Heat map of neq Model 1 residuals versus predictor variables (Equation23). Residuals 

versus depth are also shown. Yellow lines show loess fits to the residuals, red lines show linear 

trends fitted to the residuals, and the green error bars show the means and standard deviations of 

the binned residuals. Results shown for ZR19_IZ dataset. 
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Figure 61. Heat map of neq Model 2 residuals versus predictor variables (Equation (24). Residuals 

versus depth are also shown. Yellow lines show loess fits to the residuals, red lines show linear 

trends fitted to the residuals, and the green error bars show the means and standard deviations of 

the binned residuals. Results shown for ZR19_IZ dataset. 

 

Similar to the observations made by Green et al. (2020), there is no compelling evidence of a depth-

dependency in 𝜎0_𝑛𝑒𝑞 for the Oklahoma dataset. Accordingly, a depth-independent model was used for 

𝜎ln(𝑛𝑒𝑞−𝑂𝐾) given by:  

𝜎ln(𝑛𝑒𝑞−𝑂𝐾) = √𝜏𝑒𝑣𝑒𝑛𝑡_𝑛𝑒𝑞
2 + 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑛𝑒𝑞

2 + 𝜎0_𝑛𝑒𝑞
2   (25) 

where 𝜏𝑒𝑣𝑒𝑛𝑡_𝑛𝑒𝑞 , 𝜏𝑝𝑟𝑜𝑓𝑖𝑙𝑒_𝑛𝑒𝑞, and 𝜎0_𝑛𝑒𝑞 are the random effect terms and residual standard deviation from 

the model regression. These values, as well as the estimates for 𝜎ln(𝑛𝑒𝑞−𝑂𝐾), are presented in Table 7. 
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Table 7. Uncertainty parameters for the neq models. 

 Model 1:  neq = f (Mw, amax, Rhyp) Model 2:  neq = f (Mw, amax)  

Dataset: ZR19_DS Nea18_DS ZR19_IZ Nea18_IZ ZR19_DS Nea18_DS ZR19_IZ Nea18_IZ 

τevent_neq 0.5404 0.5238 0.543 0.5243 0.5789 0.5715 0.5781 0.5669 

τprofile_neq 0.1048 0.1025 0.1087 0.1066 0.1389 0.1368 0.1384 0.1364 

σ0_neq 0.3717 0.3725 0.3682 0.3691 0.3865 0.3877 0.3819 0.3832 

σln(neq-OK) 0.6642 0.6508 0.665 0.65 0.7098 0.704 0.7065 0.6978 

 

As noted previously, the Oklahoma neq models were developed using individual horizontal components of 

ground motion. As a result, MSF for the new model (MSFOK) is computed using neq M7.5 = 7.25, similar to 

the MSF relationship from Green et al. (2020). Accordingly, the Oklahoma-specific MSF relationships for 

neq Models 1 and 2 are: 

𝑀𝑆𝐹𝑂𝐾(𝑀𝑤, 𝑎𝑚𝑎𝑥, 𝑅ℎ𝑦𝑝) =  (
7.25

𝑛𝑒𝑞𝑀−𝑂𝐾(𝑀𝑤, 𝑎𝑚𝑎𝑥, 𝑅ℎ𝑦𝑝)
)

0.34

≤ 2.04 (26) 

and 

𝑀𝑆𝐹𝑂𝐾(𝑀𝑤, 𝑎𝑚𝑎𝑥) =  (
7.25

𝑛𝑒𝑞𝑀−𝑂𝐾(𝑀𝑤, 𝑎𝑚𝑎𝑥)
)

0.34

≤ 2.04 (27) 

 

The standard deviation of these models, 𝜎ln(𝑀𝑆𝐹𝑂𝐾), can be estimated as: 

𝜎ln(𝑀𝑆𝐹𝑂𝐾) =  0.34 ∙ 𝜎ln(𝑛𝑒𝑞−𝑂𝐾) ≤ 2.04 (28) 

 

where 𝜎ln(𝑛𝑒𝑞−𝑂𝐾) is the standard deviation of the neq model being used. 

Figure 62 provides a comparison of MSF model developed herein and MSF models proposed by Green et 

al. (2017) and Boulanger and Idriss (2014) for the valid Mw range of each model. As may be observed from 

this figure, MSF for Oklahoma tend to be lower than MSF from either the Green et al. (2017) and Boulanger 

and Idriss (2014) models for ~Mw 4.5 to 6 where the models overlap. These differences are more 

pronounced for larger Rhyp. For Rhyp = 10 km and amax = 0.1g, MSF from Oklahoma Model 1 is actually 

higher than the Green et al. (2017) CEUS model for Mw < 5.4 but is lower for Mw > 5.4. In general, the 

Oklahoma MSF tend to be lower than the other MSF models for all values of amax, Rhyp, and Mw. 

Additionally, the Oklahoma models exhibited weaker scaling with amax than the Green et al. (2017) models, 
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particularly for amax ≥ 0.3g. MSF for the current study tend to be higher for Model 1 than Model 2 at small 

Rhyp (Rhyp ≲15 km), but this trend is reversed for larger Rhyp (Rhyp ≲ 25 km).  

 

Figure 62. Comparison of MSF Models 1 and 2 developed herein (Model 1 for Rhyp = 10 km and 30 

km) and models proposed by Green et al. (2017) for the CEUS (Gea17 – CEUS) and WUS (Gea17 – 

WUS) and by Boulanger and Idriss (2014) primarily for the WUS (BI14 – WUS). Oklahoma and 

Gea17 MSF estimates are shown for amax = 0.1g, 0.3g, and 0.5g. The BI14 model is shown for qc1ncs = 

80 and 140 atm. 

 

The significant differences observed between MSF for induced ground motions in Oklahoma and MSF for 

the WUS are consistent with the observations about path duration made by Boore and Thompson (2015): 

the ground motion durations in the CEUS increase much faster with Rhyp than they do in the WUS. The 

Oklahoma MSF are closer to the Green et al. (2017) CEUS MSF but are still significantly lower than CEUS 

MSF for Mw ≳ 5. The ground motions used to develop the Green et al. (2017) CEUS model were scaled 

from WUS ground motions using state-of-the-art methods (McGuire et al. 2001). However, the scaling 

procedures used were likely focused on scaling for spectral amplitude as opposed to duration. This may 

explain why the durations of the Green et al. (2017) CEUS ground motions are more in line with those of 

the Green et al. (2017) WUS model than the Oklahoma models.  

Although the MSF curves shown in Figure 62 are for the ZR19_IZ dataset, observed trends are similar for 

the other datasets. Figure 63 shows a comparison of the regressed MSF models for each of the four datasets 
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used in this study. Curves are shown for Rhyp = 10 km and 30 km and for amax = 0.1g and 0.5g. As shown in 

this figure, the four datasets result in very similar regressed MSF models. For MSF Model 1, the ZR19 

dataset and IZ MRD curves tend to result in slightly lower MSF for Mw ≲ 4.5 and slightly higher values for 

Mw ≳ 4.5. The maximum observed difference between the models (i.e., comparing ZR19_IZ to Nea18_DS) 

is approximately 7%. For Model 2, the Nea18 dataset and DS MRD result in slightly higher MSF for amax 

= 0.5g and Mw ≲ 5, with a maximum observed difference of approximately 5%. For amax = 0.5g and Mw > 

5, as well as for amax = 0.1g, predictions for all four datasets are within 1-2%. The effect of MRD and GMPE 

selection on MSF is smaller than for rd. However, it should still be taken into account in performing forward 

analyses with these MSF relationships. 

 

Figure 63. Comparison of MSF models for the ZR19_IZ, ZR19_DS, Nea18_IZ, and 

Nea18_DS Datasets. Curves for Model 1 are shown for Rhyp = 10 km and 30 km. Curves for 

both models are shown for amax = 0.1g and 0.5g.  
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4.6 Correlation of rd across Depth and Correlation between Oklahoma rd and ln(neq) Relationships  

It was found that rd-OK values are correlated across depth. The correlation coefficient of rd-OK between depths 

zi and zj is given by  

𝜌[𝜖𝑟𝑑
(𝑧𝑖), 𝜖𝑟𝑑

(𝑧𝑖)] = 1 + 𝛼𝑟𝑑
∙ |𝑧𝑖 − 𝑧𝑗| (29) 

 

where 𝜖𝑟𝑑
(𝑧𝑖) and 𝜖𝑟𝑑

(𝑧𝑖) are the residuals of rd at depths 𝑧𝑖and 𝑧𝑗 normalized by 𝜎0(zi) and 𝜎0(zj), 

respectively, and 𝛼𝑟𝑑
 is a regression coefficient. It was also found that ln(neq-OK) and rd-OK are negatively 

correlated at a given depth. Regressed values of 𝛼𝑟𝑑, as well as correlation coefficients between ln(neq-OK) 

and rd-OK (i.e., 𝜌ln(neq−OK),rd−OK), are presented in Table 8. The observed correlations are similar to 

correlations observed between ln(neq-Gron) and rd-Gron and correlations of rd-Gron across depths observed by 

Green et al. (2020), except the cross-depth correlation was somewhat stronger for the Oklahoma rd model. 

 

Table 8. Correlation coefficients for rd-OK and ln(neq-OK) models. 

Dataset rd Model neq Model αrd ρln(neq),rd 

ZR19_DS 1 1 -0.05778 -0.33605 

Nea18_DS 1 1 -0.05702 -0.33676 

ZR19_IZ 1 1 -0.05842 -0.33520 

Nea18_IZ 1 1 -0.05724 -0.33605 

ZR19_DS 1 2 -0.05778 -0.33103 

Nea18_DS 1 2 -0.05702 -0.33290 

ZR19_IZ 1 2 -0.05842 -0.32849 

Nea18_IZ 1 2 -0.05724 -0.33084 

ZR19_DS 2 1 -0.05662 -0.33110 

Nea18_DS 2 1 -0.05751 -0.33146 

ZR19_IZ 2 1 -0.05538 -0.33125 

Nea18_IZ 2 1 -0.05509 -0.33227 

ZR19_DS 2 2 -0.05662 -0.32634 

Nea18_DS 2 2 -0.05751 -0.32792 

ZR19_IZ 2 2 -0.05538 -0.32465 

Nea18_IZ 2 2 -0.05509 -0.32666 
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4.7 MSF and rd Summary and Comparison with Relationships from Prior Studies 

As shown in the previous sections, rd and MSF relationships for induced earthquakes in Oklahoma, Texas, 

and Kansas differ from those for tectonic earthquakes in the CEUS and WUS. This section provides a 

summary of major findings related to rd and MSF for induced earthquakes in Oklahoma and provides a 

comparison of the Oklahoma rd and MSF relationships and relationships for tectonic earthquakes from prior 

studies.  

Major findings from this study related to rd include: 

 Depth, Mw, ln(amax), and Vs12 are significant predictors of rd for induced earthquakes in Oklahoma, 

Kansas, and Texas. 

 rd increases with increasing Mw and Vs12, and decreases with increasing ln(amax). 

 rd follows a sigmoidal relationship with depth. rd decreases from 1.0 at the ground surface to a 

value at depth as a function of Mw, amax, and Vs12. 

 rd for induced earthquakes in Oklahoma exhibits a scaling break for relatively large values of amax 

(> 0.25g). 

 For depths greater than 1-1.5 m, rd for Oklahoma are lower than for the Lasley et al. (2016) and 

Idriss (1999) rd models. rd is similar for all models at shallower depths. 

 rd for Oklahoma exhibits weaker scaling with Mw than the Lasley et al. (2016) and Idriss (1999) rd 

models. 

 rd for Oklahoma exhibits weaker scaling with Vs12 than the Lasley et al. (2016) rd models. 

 Consequently, the difference between rd for Oklahoma and rd for tectonic events increases with 

increasing Mw and Vs12. 

 All else being equal, the smaller rd for Oklahoma result in smaller calculated CSR* and higher 

FSliq. 

Some of the differences between rd for the new induced seismicity-specific rd relationship and existing 

rd relationships for tectonic earthquakes are illustrated in Figure 64. Figure 64 provides a comparison 

of rd Model 1 for Oklahoma and the rd relationships proposed by Lasley et al. (2016) and Idriss (1999) 

for the WUS and CEUS for Mw = 5, amax = 0.3g, and Vs12 = 135 m/s. The Oklahoma model shown is 

for the ZR19_IZ dataset. Mean and mean plus/minus one standard deviation curves are shown for the 

Oklahoma and Lasley et al. (2016) models. A comparison of rd for additional Mw, amax¸ and Vs12 values 

is provided in Section 4.4. As shown in Figure 64, rd for Oklahoma is lower than for the Lasley et al. 

(2016) models for all depths deeper than ~1 m; the rd for Oklahoma and Lasley et al. (2016) models are 

similar above this depth. The Idriss (1999) model predicts higher rd values than the other models at all 
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depths. The standard deviation of the Oklahoma rd relationship is smaller than standard deviations of 

the Lasley et al. (2016) models, but the standard deviations approach zero at the ground surface for 

both the Oklahoma and Lasley et al. (2016) models. As noted, all else being equal, the lower rd for the 

Oklahoma model results in lower estimated CSR* and higher estimates of FSliq than would be predicted 

by the other models.  

 

 

Figure 64. Comparison of Oklahoma rd Model 1 from the current study and the rd relationships 

proposed by Lasley et al. (2016) [Lea16] for the CEUS and WUS and by Idriss (1999) [I99] for the 

WUS. Estimates are shown for Mw = 5.0, amax = 0.3g, and Vs12 = 135 m/s. Mean and mean 

plus/minus one standard deviation curves are shown for the OK and Lea16 models. Oklahoma 

model estimates are based on the ZR19_IZ dataset. 
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Major findings from this study related to neq and MSF include: 

 Mw, ln(amax), and Rhyp are significant predictors of neq and MSF for induced earthquakes in 

Oklahoma, Texas, and Kansas. 

 MSF decreases with increases in Rhyp and Mw. 

 MSF increases with increases in ln(amax). 

 MSF exhibits scaling breaks for relatively large values of amax (> 0.25g) and for relatively large 

values of Rhyp (> 35 km). 

 MSF for Oklahoma tend to be lower than MSF per the Green et al. (2017) and Boulanger and 

Idriss (2014) models within the range of ~Mw 4.5 to 6 where the models overlap. 

 The Oklahoma MSF models exhibit weaker scaling with amax than the Green et al. (2017) MSF 

models, particularly for amax ≥ 0.3g. 

 The Oklahoma MSF models exhibit stronger scaling with Mw than the Green et al. (2017) MSF 

models. 

 The difference between MSF predicted by the Oklahoma model and MSF predicted by the Green 

et al. (2017) and Boulanger and Idriss (2014) models increases with increasing Rhyp, Mw, and amax. 

 All else being equal, the smaller Oklahoma MSF estimates result in larger calculated CSR* and 

lower estimates of FSliq than for the Green et al. (2017) and Boulanger and Idriss (2014) MSF 

models. 

Figure 65 shows a comparison of MSF for Oklahoma MSF Model 1, the Green et al. (2017) models for 

the WUS and CEUS for amax = 0.1g and 0.3g and Rhyp = 10 km, and the Boulanger and Idriss (2014) 

model for qc1Ncs = 80 and 140 atm. The Oklahoma models shown are for the ZR19_IZ dataset. Mean 

and mean plus/minus one standard deviation curves are shown for the Oklahoma and Green et al. (2017) 

models. The depth-independent Green et al. (2017) standard deviation model was used. As shown in 

this figure, for Rhyp = 10 km, MSF estimates for the Oklahoma model tend to be lower than MSF for 

either the Green et al. (2017) or Boulanger and Idriss (2014) models. For Mw < 4.8 and amax = 0.1g, the 

Green et al. (2017) model predicts slightly lower MSF values than the Oklahoma model. However, for 

Rhyp > 10 km, MSF for the Oklahoma model is lower for amax > 0.1g. The standard deviation of the 

Oklahoma MSF model is similar to the depth-independent standard deviation for the Green et al. (2017) 

MSF models. As noted, all else being equal, the lower MSF estimates for the Oklahoma model result 

in higher estimated CSR* and lower estimates of FSliq than would be predicted by the Green et al. 

(2017) and Boulanger and Idriss (2014) models.  
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Figure 65. Comparison of Oklahoma MSF Model 1 from the current study and the MSF 

relationships proposed by Green et al. (2017) [Gea17] for the CEUS and WUS and by Boulanger 

and Idriss (2014) [BI14] for the WUS. Estimates are shown for amax = 0.1g and 0.3g, and for Rhyp = 

10 km. Mean and mean plus/minus one standard deviation curves are shown for the OK and Gea17 

models. Curves for the BI14 model are shown for qc1Ncs = 80 and 140 atm. Oklahoma model 

estimates are based on the ZR19_IZ dataset. 

 

4.8 Implementation of rd-OK and MSFOK for Assessing Liquefaction Hazard for Induced Ground Motions 

in Oklahoma, Texas, and Kansas 

As noted previously, the rd and MSF relationships developed herein can be used in conjunction with the 

Green et al. (2019) CRRM7.5 curve to assess liquefaction hazard for induced ground motions in Oklahoma, 

Kansas, and Texas. Applying this approach and using the rd and MSF relationships developed herein, CSR* 

values for induced events can be calculated as: 

𝐶𝑆𝑅∗  = 0.65
𝑎𝑚𝑎𝑥

𝑔

𝜎𝑣

𝜎′𝑣0
𝑟𝑑𝑂𝐾

1

𝑀𝑆𝐹𝑂𝐾 ∙ 𝐾𝜎 ∙ 𝐾𝛼
 (30) 

 

where rd_OK and MSFOK are the induced seismicity-specific rd and MSF relationships developed herein, Kσ 

is a correction factor for initial vertical effective overburden stress using a reference initial effective 

overburden stress of 1 atm, and Kα is a correction factor for initial horizontal static shear stress using a 

reference initial static shear stress of zero (e.g., level ground conditions). The computed CSR* is then 

compared to the CRRM7.5 curves presented by Green et al. (2019) to compute FSliq.  
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The Green et al. (2019) CRRM7.5 curve was developed by reanalyzing the CPT liquefaction case history 

database compiled by Boulanger and Idriss (2014) using MSF relationships based on Lasley et al. (2017) 

and the rd relationship developed by Lasley et al. (2016) while using other parameters and relationships as 

specified by Boulanger and Idriss (2014). The case histories were then used to regress an “unbiased” 

deterministic liquefaction curve (i.e., CRRM7.5) given by: 

𝐶𝑅𝑅𝑀7.5 = 𝑒𝑥𝑝 [
𝑞𝑐1𝑁𝑐𝑠

113
 + (

𝑞𝑐1𝑁𝑐𝑠

1000
)

2

−  (
𝑞𝑐1𝑁𝑐𝑠

140
)

3

+  (
𝑞𝑐1𝑁𝑐𝑠

137
)

4

− 2.8119] ≤ 0.6 (31) 

 

where qc1Ncs is computed using the procedure outlined by Boulanger and Idriss (2014). This curve 

corresponds to a probability of liquefaction (Pliq) of approximately 35% based on total uncertainty and 

approximately corresponds to Pliq = 15% for the Boulanger and Idriss (2014) CRRM7.5 curve, which 

considers only model uncertainty. FSliq for a given CSR* and CRRM7.5 can then be computed as: 

𝐹𝑆𝑙𝑖𝑞 =
𝐶𝑅𝑅𝑀7.5

𝐶𝑆𝑅∗
 (32) 

 

In general, rd and MSF relationships developed from one study should not be used in conjunction with 

CRRM7.5 relationships developed from other studies (NRC 2016). However, the rd and MSF relationships 

used to develop the Green et al. (2019) CRRM7.5 and those developed herein were developed using identical 

approaches. As a result, it is reasonable to assume that the rd and MSF relationships developed herein for 

induced earthquakes can be used in conjunction with the Green et al. (2019) CRRM7.5 curves as presented 

in Equations (31 and Error! Reference source not found. to evaluate liquefaction potential at sites 

subjected to induced ground motions. This methodology was applied during model validation as described 

in the following section. 

5 Validation of the Induced Seismicity Liquefaction Triggering Model 

To validate the efficacy of the induced seismicity-specific liquefaction triggering model developed herein, 

liquefaction potential was evaluated at several sites that experienced intense shaking during the 3 September 

2016, Mw5.8 Pawnee, OK, earthquake using the new model as well as existing tectonic models (Boulanger 

and Idriss 2014; Green et al. 2017). Liquefaction potential was assessed based on ground motions from the 

Pawnee earthquake and site profiles from the site characterization campaign discussed in Section 3. The 

predicted liquefaction response was compared to field observations following the Pawnee event to assess 

the accuracy of these models for evaluating liquefaction triggering potential during induced earthquakes in 

Oklahoma. The following sections discuss the inputs for the liquefaction assessment including ground 

motion parameters and site characteristics, introduce the metrics used to assess liquefaction potential at the 
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selected sites, present the results of the liquefaction hazard evaluation, and discuss the results of the model 

validation. 

5.1 Ground Motion Characteristics and Other Inputs for Liquefaction Hazard Assessment 

For the liquefaction assessment, required ground motion parameters included Mw, amax, and Rhyp for each 

site evaluated. Values for amax at each site during the Pawnee event were estimated using the USGS 

ShakeMap (USGS 2016). While the ShakeMap provides the amax at each location, the geometric mean amax 

is needed for liquefaction evaluation. Geometric mean amax was computed by dividing peak amax from the 

ShakeMap by a factor of 1.117 (Boore and Kishida 2017). A map of geometric mean amax for the Pawnee 

earthquake is shown in Figure 66.  

  

Figure 66. Geometric Mean amax for 3 Sep 2016, Pawnee, OK earthquake based on USGS 

ShakeMap. (USGS 2016) 
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For comparison, amax was also estimated using the Zalachoris and Rathje (2019) GMPE. Estimated amax 

from the Zalachoris and Rathje (2019) GMPE are similar to geometric mean values from the ShakeMap 

(USGS 2016), particularly at Site 1, which is slightly farther from the epicenter. The Zalachoris and Rathje 

(2019) GMPE predicts amax values at Sites 2 and 3 that are approximately 13% higher than amax estimates 

from the USGS ShakeMap. Estimates of amax from the ShakeMap are used for assessing liquefaction hazard 

and model validation.  

Site and soil profile information for liquefaction analysis was derived from the site investigation discussed 

in Section 3. Groundwater depths during the 2016 Pawnee event were estimated by comparing river gage 

heights during the earthquake with gage heights recorded during CPT testing (U.S. Geologic Survey 

2016b,c). The differential in gage height was used to adjust the groundwater depth observed during CPT 

testing either up or down to provide an estimate of groundwater depth during the Pawnee earthquake. Gage 

data for Black Bear Creek at Pawnee, OK were used for Site 1, and gage data for the Arkansas River at 

Ralston, OK were used for Sites 2 and 3 (U.S. Geologic Survey 2016b,c). Figure 67 through Figure 69 

show gage heights during CPT testing and the Pawnee earthquake for Sites 1 through 3, respectively.  
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Figure 67. Gage data for Black Bear Creek at Pawnee, OK during the 3 Sep 2016 Pawnee 

Earthquake and 5 Nov 2019 CPT testing at Site 1. (after U.S. Geologic Survey 2016b,c) 
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Figure 68. Gage data for Arkansas River at Ralston, OK during the 3 Sep 2016 Pawnee Earthquake 

and 5-6 Nov 2019 CPT testing at Site 2. (after U.S. Geologic Survey 2016b,c) 



92 

 

 

Figure 69. Gage data for Arkansas River at Ralston, OK during the 3 Sep 2016 Pawnee Earthquake 

and 27 Mar 2020 CPT testing at Site 3. (after U.S. Geologic Survey 2016b,c) 
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The use of gage height comparisons from gages 15-30 km downstream of the test sites provides only a 

rough estimate of differences in water level (and water table depth) at the test sites themselves. However, 

this data provided the best available estimate of water table depths for use during the liquefaction hazard 

analysis performed as part of model validation. A summary of the ground motion parameters, site 

characteristics, and groundwater table depths used for the liquefaction hazard analysis is shown in Table 9. 

Table 9. Ground motion and site characteristics for liquefaction hazard analysis at the Pawnee 

Earthquake test sites. 

Sounding Site 

ShakeMap 

Geometric 

Mean 

PGA (g) 

ShakeMap 

Standard 

Deviation of 

ln(PGA) 

(log units) 

PGA 

from 

ZR19 

GMPE 

(g) 

Epicentral 

Distance 

(km) 

Hypocentral 

Distance 

(km) 

Estimated 

Groundwater 

Depth (m) 

Vs12 

(m/s) 

Vs30 

(m/s) 

CPT-01 1 0.2606 0.4938 0.2543 8.64 10.30 2.29 162.65 270.16 

CPT-02 1 0.2606 0.4938 0.2546 8.63 10.29 2.90 176.29 270.16 

CPT-03 1 0.2606 0.4938 0.2571 8.55 10.22 3.51 176.29 270.16 

CPT-04 2 0.3874 0.5865 0.4337 4.36 7.10 3.05 170.20 273.56 

CPT-05 2 0.3874 0.5865 0.4337 4.36 7.10 3.05 172.04 273.56 

CPT-06 2 0.3874 0.5865 0.4328 4.38 7.11 2.74 140.19 273.56 

CPT-07 2 0.3874 0.5865 0.4354 4.34 7.08 2.59 140.98 273.56 

CPT-08 2 0.3874 0.5865 0.4381 4.29 7.05 2.59 158.96 273.56 

CPT-09 2 0.3874 0.5865 0.4381 4.28 7.05 2.90 173.28 273.56 

CPT-10 3 0.3519 0.5890 0.4003 5.18 7.63 3.36 148.28 285.66 

CPT-11 3 0.3519 0.5890 0.4026 5.14 7.60 1.51 142.91 285.66 

CPT-12 3 0.3519 0.5890 0.4011 5.17 7.62 2.16 150.18 285.66 

CPT-13 3 0.3519 0.5890 0.4003 5.18 7.63 1.36 156.54 285.66 

CPT-14 3 0.3519 0.5890 0.3973 5.24 7.67 2.96 156.89 285.66 

CPT-15 3 0.3519 0.5890 0.3944 5.3 7.71 4.76 174.91 285.66 

 

5.2 Assessment of Liquefaction Potential at the Pawnee Earthquake Test Sites 

To assess the validity of the new liquefaction triggering model developed herein, liquefaction potential at 

the selected test sites was evaluated using both the new induced seismicity-specific model and a selection 

of existing liquefaction triggering models developed for tectonic earthquakes (i.e., Boulanger and Idriss 

(2014) and Green et al. (2017) triggering model for the WUS and CEUS). The Boulanger and Idriss (2014) 

model was developed for earthquakes in active shallow-crustal tectonic regions but is commonly used in 

other areas, while the Green et al. (2017) CEUS is an updated model specific to the CEUS region. The 

Green et al. (2017) WUS model was included as an example of an updated model for active tectonic 

regimes. These models, particularly the Boulanger and Idriss (2014) and Green et al. (2017) CEUS models, 
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represent the standard of practice for liquefaction evaluation for tectonic earthquakes in Oklahoma. As 

such, these models are used as benchmarks against which to compare the new induced seismicity-specific 

liquefaction hazard model developed herein. 

The efficacies of the selected models were evaluated using the Ishihara-inspired liquefaction potential index 

(LPIish) (Maurer et al. 2015b). LPIish is a dimensionless index that correlates to surficial liquefaction 

manifestation severity and represents the cumulative liquefaction response of a soil profile from the ground 

surface to a depth of 20 m. This response is related to cumulative thickness of the liquefied layers, the depth 

to these layers, and the degree to which FSliq for these layers is less than 1.0. However, LPIish also accounts 

for the effect of the thickness of the non-liquefied crust (H1) relative to the cumulative thickness of the 

underlying liquefied materials (H2) on the severity of liquefaction manifestations. To accomplish this, the 

LPIish framework merges the concepts of the Liquefaction Potential Index (LPI) framework developed by 

Iwasaki et al. (1978) and the H1-H2 chart developed by Ishihara (1985) (Maurer et al. 2015b). To provide 

background for the LPIish framework, these concepts will be briefly discussed. 

LPI is a dimensionless index used to predict the severity of surficial liquefaction manifestations for a given 

soil profile and ground motion. LPI is computed as: 

𝐿𝑃𝐼 =  ∫ 𝐹𝐿𝑃𝐼(𝐹𝑆𝑙𝑖𝑞) ∙ 𝑤(𝑧)𝑑𝑧
20 𝑚

0

 (33) 

 

where FLPI = 1 – FSliq for FSliq< 1.0, FLPI = 0 for FSliq ≥ 1.0; and w(z) is a depth weighting function given 

by w(z) = 10 – 0.5z, where z is the depth below the ground surface in meters. LPI assumes that each 

liquefied layer shallower than 20 m contributes to the severity of surficial liquefaction manifestations. The 

relative contribution of each liquefied layer increases with both layer thickness and proximity to the ground 

surface. LPI can range from 0 for a site having FS > 1.0 for the entire upper 20 m of the site to a maximum 

of 100 for a site where FSliq = 0 for the entire upper 20 m. Based on the findings of Iwasaki et al. (1978), 

the following severity criteria are commonly used in practice:  

LPI < 5:  No to Minor Surficial Liquefaction Manifestations;  

5 ≤ LPI ≤ 15:  Moderate Surficial Liquefaction Manifestations;  

LPI > 15:  Severe Surficial Liquefaction Manifestations. 

Ishihara (1985) observed that the thickness of the non-liquefiable crust at a given site had a significant 

influence on the severity of surficial manifestations at the site. Using data from the 1983, Mw7.7 Nihonkai-

chubu and the 1976, Mw7.8 Tangshan earthquakes, Ishihara (1985) developed a generalized relationship 

between H1 to H2 and the potential for liquefaction induced damage at the ground surface. The thicker H1 
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is relative to H2, the less likely liquefaction induced damage will occur at the ground surface. Figure 70 

presents the H1-H2 chart developed by Ishihara (1985) and illustrates how H1 and H2 are defined for different 

site stratigraphies.  

 

Figure 70. Relationship between the thickness of the non-liquefied surface layer (H1) and the 

thickness of the underlying liquefiable sand layer (H2) for predicting when surficial liquefaction 

manifestations will and will not occur at level-ground sites (from van Ballegooy et al. 2015; based 

on Ishihara 1985). 

Because LPIish incorporates the effects of the Ishihara (1985) H1-H2 relationships, it is better able to predict 

the severity of liquefaction surficial manifestations at sites with varying stratigraphies and non-liquefied 

crusts than LPI. Also, because LPIish integrates across depth, similar to LPI, it is able to account for more 

complex stratigraphies than the Ishihara H1-H2 charts. LPIish is defined as (Maurer et al. 2015b): 

𝐿𝑃𝐼𝑖𝑠ℎ =  ∫ 𝐹𝐿𝑃𝐼𝑖𝑠ℎ
(𝐹𝑆𝑙𝑖𝑞) ∙

25.56

𝑧
𝑑𝑧

20 𝑚

𝐻1
  (34a) 

𝐹𝐿𝑃𝐼𝑖𝑠ℎ
(𝐹𝑆𝑙𝑖𝑞) = 1 − 𝐹𝑆𝑙𝑖𝑞;      if 𝐹𝑆𝑙𝑖𝑞 ≤ 1 and 𝐻1 ∙ 𝑚(𝐹𝑆) ≤ 3   (34b) 

= 0;                     if 𝐹𝑆𝑙𝑖𝑞 > 1 or 𝐻1 ∙ 𝑚(𝐹𝑆) > 3  (34c) 

𝑚(𝐹𝑆𝑙𝑖𝑞) = exp {
5

25.56∙(1−𝐹𝑆𝑙𝑖𝑞)
} − 1;    if 𝐹𝑆𝑙𝑖𝑞  ≤ 0.95  (34d) 

= 100;                                       if 𝐹𝑆𝑙𝑖𝑞 > 0.95  (34e) 
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where H1 is the shallowest depth where FSliq < 1. As noted, unlike LPI, LPIish explicitly accounts for the 

influence of the non-liquefied crust on the severity of surficial manifestations (Green et al. 2020). 

Additionally, van Ballegooy et al. (2014) found that LPIish more appropriately weights the contribution of 

shallow layers to surficial manifestations compared to LPI. As a result, LPIish tends to produce more 

accurate predictions of surficial manifestation severity than LPI and other similar indices (Maurer et al. 

2015b). Maurer et al. (2015a) note that the optimal LPI and LPIish thresholds corresponding to the different 

surficial liquefaction manifestation severities will be dependent on the procedure used to estimate FSliq as 

well as profile characteristics. Because of limited liquefaction case history for induced earthquakes in 

Oklahoma, the thresholds presented by Maurer et al. (2014) for LPI were adapted for use with LPIish in this 

study. Accordingly, the LPIish thresholds used were: 

LPIish < 4:  No Surficial Liquefaction Manifestations;  

4 ≤ LPIish < 8:  Minor Surficial Liquefaction Manifestations;  

8 ≤ LPIish < 15:  Moderate Surficial Liquefaction Manifestations;  

LPIish ≥ 15:  Severe Surficial Liquefaction Manifestations. 

To validate the liquefaction triggering models, the LPIish framework and selected LPIish thresholds were 

used to predict the expected severity of liquefaction surficial manifestations at each Pawnee CPT sounding 

location. Predictions were made based on the estimated ground motions at each site during the Pawnee 

earthquake. FSliq and the corresponding LPIish and liquefaction surficial manifestation severity were 

estimated using each of the selected liquefaction triggering models. The predicted severity was then 

compared to the severity of liquefaction manifestations observed at each site following the Pawnee 

earthquake to evaluate the efficacy of these models.  

 

5.3 Liquefaction Hazard Analysis and Model Validation Results – FSliq and LPIish 

As noted, model validation involved determining LPIish at each sounding location and comparing the 

predicted liquefaction surficial manifestation severity based on LPIish to the post-event observed severity. 

Reported liquefaction manifestation severity at each sounding location was classified as “no liquefaction,” 

“minor liquefaction,” “moderate liquefaction,” or “severe liquefaction” based on criteria presented by 

Green et al. (2014), as shown in Table 10. Documented observations of liquefaction at each sounding 

location and assigned liquefaction severity classifications are shown in Table 11.  
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Table 10. Liquefaction severity classification criteria. (Green et al. 2014) 

Classification Criteria 

No Liquefaction No surficial liquefaction manifestation or lateral spread cracking 

Minor Liquefaction 

Small, isolated liquefaction features; streets had traces of ejecta or 

wet patches less than a vehicle width; < 5% of ground surface 

covered by ejecta 

Moderate Liquefaction 

Groups of liquefaction features; streets had ejecta patches greater 

than a vehicle width but were still passable; 5-40% of ground surface 

covered by ejecta 

Severe Liquefaction 
Large masses of adjoining liquefaction features, streets impassible 

due to liquefaction, >40% of ground surface covered by ejecta 

 

 

Table 11. Liquefaction severity classifications at CPT sounding locations. 

Sounding Site Documented Liquefaction Manifestations 

Severity 

Classification 

(based on 

Green et al. 

2014)  

CPT-01 1 None No Liquefaction 

CPT-02 1 Small cluster of sand boils with small amount of ejecta Minor 

CPT-03 1 Small cluster of sand boils with small amount of ejecta Minor 

CPT-04 2 Cracks approximately 2 to 5 m long with small amount of ejecta Minor 

CPT-05 2 Cracks approximately 2 to 5 m long with small amount of ejecta Minor 

CPT-06 2 None No Liquefaction 

CPT-07 2 None No Liquefaction 

CPT-08 2 None No Liquefaction 

CPT-09 2 None No Liquefaction 

CPT-10 
3 Cracks from 0.5 to 5 cm wide and 4 to 42 m long with small 

amount of ejecta. 
Minor 

CPT-11 
3 Cracks up to 8 cm wide and 4 to 42 m long. Sand blow with 

ejecta covering a 146 m2 area and associated ground settlement. 
Severe 

CPT-12 
3 Cracks from 0.5 to 5 cm wide and 4 to 42 m long with small 

amount of ejecta. 
Minor 

CPT-13 3 None No Liquefaction 

CPT-14 3 None No Liquefaction 

CPT-15 3 None No Liquefaction 
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FSliq and LPIish were determined based on the new induced seismicity-specific liquefaction triggering model 

developed herein, as well as the Boulanger and Idriss (2014) model for the WUS, and the Green et al. (2017) 

models for the CEUS and WUS. Plots of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. 

(2017) CEUS model (FSGea17_CEUS) for each CPT location are shown in Figure 71 through Figure 85. 

FSGea17_CEUS was used for FSliq comparisons since it was developed specifically for liquefaction hazard 

analysis in the CEUS and is thus considered most suitable for evaluating liquefaction potential for tectonic 

earthquakes in the region. Comparisons of FSliq provide fairly direct comparison of rd/MSF for each method 

because the remaining inputs to CSR* are the same for each method. CRRM7.5 curves are slightly different 

for the Boulanger and Idriss (2014) and the Green et al. (2017) models, but the observed differences in FSliq 

are primarily due to differences in rd and MSF. Figure headings indicate the severity of observed 

liquefaction manifestations at each location based on the Green et al. (2014) criteria. 

Curves are shown for the Oklahoma model implemented for different combinations of the two rd and two 

MSF relationships proposed in Sections 4.4 and 4.5. The preferred implementation would be to use rd Model 

1 and MSF Model 1. However, rd Model 2 and/or MSF Model 2 may be required if Vs12 and/or Rhyp are not 

available. As shown in these figures, for the Pawnee sites and earthquake motions, MSF Model 2 results in 

significantly lower FSliq than Model 1. This is likely due to the short hypocentral distances of these sites 

(Rhyp ≤ 11 km). The choice of rd model has less of an impact with rd Model 1 resulting in slightly lower 

FSliq at most sites. This difference is more pronounced at locations with larger Vs12 (e.g., CPT-04, CPT-05, 

CPT-09, and CPT-15) 

Figure 71 through Figure 85 show that FSliq < 1.0 over much of the depth of the soil profiles for all the 

liquefaction triggering models. However, for depths greater than approximately 3 m, the Oklahoma model 

tends to result in substantially higher estimates of FSliq than the tectonic models. This is reflective of trends 

in rd/MSF for the various models. The Oklahoma models result in lower MSF estimates than the Boulanger 

and Idriss (2014) or Green et al. (2017) models. All else equal, lower MSF results in a decrease FSliq. 

However, rd estimates for the Oklahoma model are significantly lower than rd estimates for the other models, 

which, all else equal, leads to increases in FSliq. For depths greater than 3 m, the effect of the much lower 

rd for Oklahoma outweighs the effect of the lower MSF. As a result, FSliq at these depths tends to be higher 

for the Oklahoma triggering model. At shallower depths, FSliq for the Oklahoma model is similar to or, in 

some cases, lower than FSliq for the other models. This is because rd is fairly similar for all models at shallow 

depths, but the Oklahoma MSF is lower than for the other models.  
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Figure 71. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-01, Site 1 (no post-event liquefaction manifestations observed). FSliq 

for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 72. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-02, Site1 (minor post-event liquefaction manifestations observed). FSliq 

for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 73. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-03, Site 1 (minor post-event liquefaction manifestations observed). 

FSliq for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 74. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-04, Site 2 (minor post-event liquefaction manifestations observed). 

FSliq for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 75. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-05, Site 2 (minor post-event liquefaction manifestations observed). 

FSliq for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 76. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-06, Site 2 (no post-event liquefaction manifestations observed). FSliq 

for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 77. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-07, Site 2 (no post-event liquefaction manifestations observed). FSliq 

for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 78. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-08, Site 2 (no post-event liquefaction manifestations observed). FSliq 

for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 79. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-09, Site 2 (no post-event liquefaction manifestations observed). FSliq 

for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 80. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-10, Site 3 (minor post-event liquefaction manifestations observed). 

FSliq for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 81. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-11, Site 3 (severe post-event liquefaction manifestations observed). 

FSliq for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 82. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-12, Site 3 (minor post-event liquefaction manifestations observed). 

FSliq for the current study (FSOK) is shown for the ZR19_IZ database. 

 

 



111 

 

 

Figure 83. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-13, Site 3 (no post-event liquefaction manifestations observed). FSliq 

for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 84. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-14, Site 3 (no post-event liquefaction manifestations observed). FSliq 

for the current study (FSOK) is shown for the ZR19_IZ database. 
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Figure 85. Profiles of qc1Ncs, Ic, FSliq, and FSliq normalized by FSliq for the Green et al. (2017) CEUS 

model (FSGea17-CEUS) for CPT-15, Site 3 (no post-event liquefaction manifestations observed). FSliq 

for the current study (FSOK) is shown for the ZR19_IZ database. 

 

LPIish profiles for each sounding location are shown in Figure 86 through Figure 100. Thresholds for “No,” 

“Minor,” “Moderate,” and “Severe” liquefaction, as discussed in Section 5.2, are also indicated. Figure 

titles indicate the observed severity of liquefaction at each sounding location. The FSliq profiles presented 

in  the previous set of figures (Figure 71 and Figure 85) are reproduced in Figure 86 through Figure 100 for 

reference. FSliq for the Oklahoma triggering model is shown for the ZR19_IZ dataset and for rd Model 1 

and MSF Model 1. As noted previously, the predicted FSliq is less than 1.0 over much of the depth of the 
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soil profiles for all the liquefaction triggering models. However, the predicted FSliq for the Oklahoma 

triggering model is consistently higher than for the tectonic models. As a result, LPIish and the predicted 

liquefaction surficial manifestation severity tends to be lowest for the Oklahoma liquefaction triggering 

model. In contrast, FSliq tended to be lowest for the Boulanger and Idriss (2014) liquefaction triggering 

model. Consequently, LPIish and predicted liquefaction severity tended to be highest for the Boulanger and 

Idriss (2014) liquefaction triggering model. The Green et al. (2017) models generally resulted in similar 

LPIish values, with the Green et al. (2017) WUS model predicting slightly lower LPIish values than Green et 

al. (2017) CEUS.  

 

 

Figure 86. FSliq and LPIish profiles for CPT-01, Site 1. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 
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Figure 87. FSliq and LPIish profiles for CPT-02, Site 1. Results for the current study are shown for 

the ZR19_IZ database, rd model 1, and MSF model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 

 

Figure 88. FSliq and LPIish profiles for CPT-03, Site 1. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 
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Figure 89. FSliq and LPIish profiles for CPT-04, Site 2. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 

 

Figure 90. FSliq and LPIish profiles for CPT-05, Site 2. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 
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Figure 91. FSliq and LPIish profiles for CPT-06, Site 2. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 

 

Figure 92. FSliq and LPIish profiles for CPT-07, Site 2. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 
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Figure 93. FSliq and LPIish profiles for CPT-08, Site 2. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 

 

Figure 94. FSliq and LPIish profiles for CPT-09, Site 2. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 
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Figure 95. FSliq and LPIish profiles for CPT-10, Site 3. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 

 

Figure 96. FSliq and LPIish profiles for CPT-11, Site 3. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 
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Figure 97. FSliq and LPIish profiles for CPT-12, Site 3. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 

 

Figure 98. FSliq and LPIish profiles for CPT-13, Site 3. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated.  
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Figure 99. FSliq and LPIish profiles for CPT-14, Site 3. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 

 

Figure 100. FSliq and LPIish profiles for CPT-15, Site 3. Results for the current study are shown for 

the ZR19_IZ database, rd Model 1, and MSF Model 1. LPIish liquefaction surficial manifestation 

severity thresholds are also indicated. 
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Table 12 presents computed LPIish values and corresponding liquefaction surficial manifestation severity 

categories at each CPT sounding location based on the new induced seismicity-specific liquefaction 

triggering model, the Green et al. (2017) CEUS and WUS triggering models, and the Boulanger and Idriss 

(2014) triggering model. Documented liquefaction severity at each test location is also presented. As noted 

previously, the Oklahoma triggering model tends to result in lower LPIish than the Green et al. (2017) and 

the Boulanger and Idriss (2014) models. Based on initial comparisons, the lower LPIish values for the 

Oklahoma model tend to more accurately predict the severity of liquefaction observed following the 

Pawnee event. While this comparison provides a quick assessment of model accuracy, a more detailed 

assessment of model accuracy was performed based on methods used by Maurer et al. (2014) for evaluating 

LPI model accuracy.  

 

Table 12. LPIish and predicted liquefaction surficial manifestation category for the Pawnee test 

sites. Results are shown for the Oklahoma induced seismicity-specific [OK], Green et al. (2017) 

[Gea17] CEUS and WUS, and Boulanger and Idriss (2014) [BI14] liquefaction triggering models. 

OK model results are shown based on the ZR19_IZ dataset, rd Model 1, and MSF Model 1. 

Sounding Site 

Observed 

Liquefaction 

Severity  

OK 

(ZR19_IZ Dataset) 
Gea17 CEUS Gea17 WUS BI14 

LPIish 
Predicted 

Severity 
LPIish 

Predicted 

Severity 
LPIish 

Predicted 

Severity 
LPIish 

Predicted 

Severity 

CPT-01 1 None 0.0 None 0.0 None 0.0 None 0.0 None 

CPT-02 1 Minor 0.0 None 0.1 None 0.1 None 0.4 None 

CPT-03 1 Minor 0.0 None 0.0 None 0.0 None 0.0 None 

CPT-04 2 Minor 0.2 None 7.4 Minor 6.7 Minor 8.8 Moderate 

CPT-05 2 Minor 1.0 None 8.7 Moderate 7.5 Minor 11.2 Moderate 

CPT-06 2 None 2.4 None 9.8 Moderate 9.1 Moderate 13.0 Moderate 

CPT-07 2 None 1.6 None 11.5 Moderate 10.6 Moderate 15.6 Severe 

CPT-08 2 None 2.7 None 10.0 Moderate 8.6 Moderate 12.0 Moderate 

CPT-09 2 None 0.1 None 9.5 Moderate 8.2 Moderate 10.7 Moderate 

CPT-10 3 Minor 1.0 None 9.2 Moderate 7.7 Minor 13.0 Moderate 

CPT-11 3 Severe 20.5 Severe 27.1 Severe 25.9 Severe 30.7 Severe 

CPT-12 3 Minor 3.1 None 11.5 Moderate 10.4 Moderate 14.8 Moderate 

CPT-13 3 None 7.8 Minor 15.7 Severe 14.0 Moderate 17.3 Severe 

CPT-14 3 None 0.0 None 2.1 None 1.8 None 3.5 None 

CPT-15 3 None 0.0 None 0.6 None 0.6 None 1.8 None 
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Following this approach, model prediction error (E) for each sounding was computed based on the expected 

LPIish ranges corresponding to the Green et al. (2014) damage classifications. As noted previously, the 

LPIish ranges adapted from Maurer et al. (2014) were used in this study. The resulting LPIish ranges and 

expected damage classifications used in calculating E are shown in Table 13. Model error was computed 

as E = LPIish – (min or max LPIish) of the relevant range. For example, if LPIish at a site is computed as 12 

for a site with minor liquefaction, E = 12 – 8 = 4 (where 8 is the maximum LPIish for the minor liquefaction 

range). In contrast, if LPIish is computed as 5 for a site with moderate liquefaction, E = 5 - 8 = -3 (where 8 

is the minimum LPIish for the moderate liquefaction range). Accordingly, positive values of E indicate over-

prediction of liquefaction severity while negative values of E indicate under-prediction of liquefaction 

severity. Based on magnitude of the error, errors were assigned one of nine classifications as shown in 

Table 14 (Maurer et al. 2014). 

Table 13. LPIish values used to assess prediction accuracy. (after Maurer et al. 2014) 

Damage Classification Expected LPIish Range 

No Liquefaction LPIish ≤ 4 

Minor Liquefaction 4 ≤ LPIish< 8 

Moderate Liquefaction 8 ≤ LPIish< 15 

Severe Liquefaction LPIish ≥ 15 

 

Table 14. LPIish prediction error classifications. (after Maurer et al. 2014) 

Error (E) classification E (LPI units) 

Excessive under-prediction E < -15 

Severe to excessive under-prediction -15 ≤ E < -10 

Moderate to severe under-prediction -10 ≤ E < -5 

Slight to moderate under-prediction -5 ≤ E < -1 

Accurate prediction -1 ≤ E ≤ 1 

Slight to moderate over-prediction 1 < E ≤ 5 

Moderate to severe over-prediction 5 < E ≤ 10 

Severe to excessive over-prediction 10 < E ≤ 15 

Excessive over-prediction E > 15 

 

The computed prediction errors for each of the four liquefaction triggering models are shown in Figure 101 

for each CPT sounding location. Results presented for the Oklahoma liquefaction triggering model are 

shown for the ZR19_IZ database with rd Model 1 and MSF Model 1. As shown in this figure, the Oklahoma 



124 

 

liquefaction triggering model resulted in accurate predictions (-1 ≤ E ≤ 1) at 9 of the 15 sounding locations, 

while it resulted in slight under-prediction at 5 locations and slight over-prediction at one location. The 

slight under-predictions occurred at sites where “minor” liquefaction occurred (e.g., CPT-04, CPT-05, and 

CPT-10), but estimated LPIish was between 0 and 4. In contrast, the Green et al. (2017) and Boulanger and 

Idriss (2014) triggering models tended to over-predict the severity of liquefaction, predicting liquefaction 

at no-liquefaction locations. These models slightly to excessively over-predict the severity at 7 locations (E 

as high as 13) and slightly under-predict severity at 2 locations. However, they accurately predict the 

severity at 6 locations including the minor liquefaction at CPT-04, which is slightly under-predicted by the 

Oklahoma model. Discussions of model predictions for each site, based on the damage classifications and 

corresponding LPIish ranges presented in Table 13, are provided in the following paragraphs. 

 

Figure 101. LPIish prediction error (E) for the Pawnee test sites. Results are shown for the 

Oklahoma induced seismicity-specific model using the ZR19_IZ dataset with rd Model 1 and MSF 

Model 1 [OK – ZR19_IZ], the Green et al. (2017) CEUS [Gea17 – CEUS] and WUS [Gea17 – WUS] 

triggering models, and Boulanger and Idriss (2014) triggering model [BI14]. Error classification 

thresholds are also indicated based categories provided in Table 15. 
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There were two locations at Site 1 (CPT-02 and CPT-03) where minor liquefaction features were reported 

but all models resulted in LPIish ≈ 0. Both the CPT-02 and CPT-03 profiles include a thin, liquefiable sand 

layer at a depth of approximately 7.5 m. While this layer was thin enough at CPT-02 and CPT-03 that 

surficial manifestations were not predicted at those locations, this layer may be thicker in nearby areas. This 

could account for the isolated clusters of sand boils observed in this area while the models predict no 

liquefaction would occur at the sounding locations themselves. Observed sand boil locations were estimated 

using GPS-tagged photos, which provide only approximate location information. Additionally, the 

sounding locations had to be adjusted slightly due to ponding at the site during CPT testing. For these 

reasons, it is possible that the CPT sounding locations were not located at the exact locations where 

liquefaction manifested. This could explain why LPIish were lower than expected at these locations. In 

general, the predicted LPIish for the induced seismicity and tectonic seismicity models were very similar at 

this site being at or near zero for both CPT-02 and CPT-03. All models correctly predict no surficial 

liquefaction manifestations would occur at CPT-01. 

At Site 2, liquefaction was documented at CPT-04 and CPT-05 but was not documented at CPT-06 through 

CPT-09. Documented liquefaction at CPT-04 and CPT-05 included minor liquefaction consisting of cracks 

2 to 5 m long with small amounts of sand ejecta. The observed liquefaction severity at these locations was 

slightly under-predicted by the Oklahoma models (LPIish = 0.3 and 1.0). The Green et al. (2017) WUS 

model predictions (LPIish = 6.7 and 7.5) fell within the range of minor liquefaction while the Green et al. 

(2017) CEUS model (LPIish = 7.4 and 8.7) and Boulanger and Idriss (2014) model (LPIish = 8.8 and 11.2) 

slightly over-predict liquefaction severity at these locations, particularly CPT-05. As with Site 1, locations 

of surficial liquefaction manifestations were roughly estimated using GPS-tagged photos. As a result, 

locations may not coincide exactly with observed liquefaction locations. This may have led to the under-

prediction of liquefaction by the Oklahoma triggering model.  

No liquefaction was documented at CPT-06 through CPT-09 at Site 2. This is consistent with LPIish 

predictions for the Oklahoma triggering model (LPIish = 0.1 to 2.7), which fell within the no liquefaction 

range. However, the other models (LPIish = 8.2 and 15.6) predict moderate to severe liquefaction at these 

locations. This is classified as a moderate to excessive over-prediction. The property owner indicated that, 

as far as he could remember, the cracking and ejecta at Site 2 were limited to the area around CPT-04 and 

CPT-05. However, given that the property is a large, plowed field, it is possible that liquefaction did occur 

at the other sounding locations but was not observed or photographed. However, it is unlikely that the 

moderate to severe liquefaction predicted by these models would go unnoticed or undocumented. As a 

result, the Oklahoma models appear to more accurately reflect liquefaction manifestation severity at these 

locations. 
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At Site 3, liquefaction manifestations were documented at CPT-10, CPT-11, and CPT-12. Detailed mapping 

of fractures and ejecta was performed across most of the site by Kolawole et al. (2017). As a result, the 

areal extent of liquefaction was better known at Site 3 than at Sites 1 and 2. Manifestations at CPT-10 and 

CPT-12 consisted of cracks 0.5 to 5 cm wide with trace amounts of ejecta. These locations were classified 

as minor liquefaction due to the limited extent of ejecta. The Oklahoma model (LPIish = 1.0) slightly under-

predicts liquefaction severity at CPT-10 while the Green et al. (2017) WUS model (LPIish = 7.7) fell within 

the minor liquefaction range. The Green et al. (2017) CEUS and Boulanger and Idriss (2014) models (LPIish 

= 9.2 and 13.0) slightly over-predict liquefaction at this location. The Oklahoma model (LPIish = 3.1) 

accurately predicts minor liquefaction severity at CPT-11, while the other models (LPIish = 10.4 and 14.8) 

predict more severe liquefaction would occur.  

More severe manifestations were observed at Site 3 near CPT-11 where the post-earthquake survey found 

cracks up to 8 cm wide and sand blows with ejecta covering an approximately 145 m2 area. As a result, 

CPT-11 was classified as severe liquefaction. Both the Oklahoma model (LPIish = 20.5) and the tectonic 

models (LPIish = 25.9 to 30.7) accurately predict severe liquefaction manifestations at this location.  

No surficial liquefaction manifestations were observed at CPT-13, CPT-14, or CPT-15. The Oklahoma 

model predicts LPIish = 0 at both CPT-14 and CPT-15, which accurately predicts the lack of observed 

liquefaction. The other models result in LPIish values ranging from 1.8 to 3.5 for CPT-14 and 0.6 to 1.8 for 

CPT-15. While LPIish > 0 for these models, estimates still lie within the “no liquefaction range.” Calculated 

LPIish values for all of the models at CPT-13 were not in accord with field observations. Although no 

liquefaction was documented at CPT-13, the Oklahoma model (LPIish = 7.8) fell within the minor 

liquefaction range, the Green et al. (2017) WUS model (LPIish = 14.0) fell within the moderate liquefaction 

range, and the Green et al. (2017) CEUS and Boulanger and Idriss (2014) models (LPIish = 15.7 and 17.3) 

fell within the severe liquefaction range. Given the low FSliq and high LPIish estimated at this location, it is 

likely that soils at CPT-13 did liquefy during the Pawnee earthquake. The location of CPT-13 was adjusted 

due to ponding at the site during CPT testing and was moved just outside the  Kolawole et al. (2017) detailed 

survey area. As a result, liquefaction manifestations may have occurred at CPT-13 during the Pawnee 

earthquake but may not have been observed during the  Kolawole et al. (2017) survey. As with the apparent 

false-positives at Site 2, it seems more likely that the minor liquefaction predicted by the Oklahoma model 

would not be observed than that moderate to severe manifestations predicted by the tectonic models would 

not be observed. 

Comparisons of observed and predicted surficial liquefaction manifestation severity at Sites 1, 2, and 3 

indicate that the triggering model developed herein for induced events did a better job predicting 

liquefaction manifestation severity for the Pawnee earthquake. Although the induced and tectonic models 
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yield similar LPIish values at some locations (e.g., Site 1, CPT-11), the Green et al. (2017) and Boulanger 

and Idriss (2014) models tended to over-predict the liquefaction potential and manifestation severity relative 

to observed liquefaction severity. The induced seismicity-specific triggering model resulted in slight under-

predictions of liquefaction at some locations but accurately predicts liquefaction severity at most locations. 

Overall, the model validation results suggest that the new induced seismicity-specific liquefaction 

triggering model developed herein provides a more accurate assessment of the liquefaction hazard due to 

induced earthquakes in Oklahoma, Texas, and Kansas than existing models developed for tectonic 

earthquakes.  

The results for the Oklahoma liquefaction triggering model presented in this section were for the ZR19_IZ 

dataset. Computed LPIish values for this dataset and the other three datasets are shown in Table 16. As 

shown in this table, there is some minor variation in LPIish estimates for the different datasets. In general, 

the computed LPIish values tend to be higher for the datasets developed using the Ishibashi and Zhang (1993) 

MRD curves (i.e., ZR19_IZ, Nea18_IZ) than for datasets developed using the Darendeli and Stokoe (2001) 

MRD curves (i.e., ZR19_DS, Nea18_DS). Additionally, datasets developed with ground motions scaled to 

the Novakovic et al. (2018) GMPE (i.e., Nea18_IZ, Nea18_DS) tend to result in higher computed LPIish 

values than datasets developed using ground motions scaled to the Zalachoris and Rathje (2019) GMPE 

(i.e., ZR19_IZ, ZR19_DS). As a result, the Nea18_IZ dataset results in higher computed LPIish values while 

the ZR19_DS dataset results in the lowest LPIish values. The maximum observed difference between LPIish 

for the ZR19_DS dataset and the Nea18_IZ dataset is 3.2 (CPT-11). The difference at most locations is 

smaller. The choice of dataset does not impact the predicted severity category for any of the CPT sounding 

locations.  
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Table 16. Computed LPIish value and prediction error for the Oklahoma liquefaction triggering 

model for all datasets.  

Sounding Site 

Dataset 

ZR19_IZ ZR19_DS Nea18_IZ Nea18_DS 

LPIish 
Prediction 

Error 
LPIish 

Prediction  

Error 
LPIish 

Prediction  

Error 
LPIish 

Prediction  

Error 

CPT-01 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

CPT-02 1 0.0 -4.0 0.0 -4.0 0.0 -4.0 0.0 -4.0 

CPT-03 1 0.0 -4.0 0.0 -4.0 0.0 -4.0 0.0 -4.0 

CPT-04 2 0.2 -3.8 0.0 -4.0 0.4 -3.6 0.0 -4.0 

CPT-05 2 1.0 -3.0 0.0 -4.0 1.0 -3.0 0.0 -4.0 

CPT-06 2 2.4 0.0 1.3 0.0 2.8 0.0 1.7 0.0 

CPT-07 2 1.6 0.0 0.3 0.0 1.8 0.0 0.4 0.0 

CPT-08 2 2.7 0.0 0.8 0.0 3.4 0.0 1.4 0.0 

CPT-09 2 0.1 0.0 0.0 0.0 0.5 0.0 0.0 0.0 

CPT-10 3 1.0 -3.0 0.6 -3.4 1.3 -2.7 0.6 -3.4 

CPT-11 3 20.5 0.0 17.9 0.0 21.1 0.0 18.3 0.0 

CPT-12 3 3.1 -0.9 1.6 -2.4 3.5 -0.5 2.3 -1.7 

CPT-13 3 7.8 3.8 5.1 1.1 8.1 4.1 5.4 1.4 

CPT-14 3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

CPT-15 3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

 

Table 17 provides a comparison for the computed LPIish values for the Oklahoma liquefaction triggering 

model based on different combinations of rd Models 1 and 2 and MSF Models 1 and 2. Results are shown 

for the ZR19_IZ dataset. As discussed previously, the choice of MSF model had a more significant impact 

on FSliq than the choice of rd model. Consequently, the choice of MSF model has a more significant impact 

on the computed LPIish. MSF Model 2 results in lower MSF values due to the small Rhyp of the Pawnee 

sites. This results in a lower computed FSliq and higher computed LPIish for MSF Model 2. The difference 

in the computed LPIish between MSF Models 1 and 2 is as high as 4.5, but is generally smaller. The choice 

of rd model resulted in much smaller changes in LPIish with rd Model 1 leading to computed LPIish up to 1.2 

higher. The maximum difference between the computed LPIish values for rd Model 1 with MSF Model 2 

and LPIish values for rd Model 2 with MSF Model 1 was 5.1. While the difference is smaller at most 

locations, the choice of rd and/or MSF model results in differences in predicted liquefaction severity at some 

locations. This included CPT-07, CPT-08, CPT-12, and CPT-13. At CPT-07, CPT-08, and CPT-13, the use 

of MSF Model 2 leads to over-prediction of liquefaction severity, while at CPT-12, the larger computed 

LPIish values from MSF Model 2 actually match better with observed liquefaction severity. Overall, the use 

of rd Model 1 and MSF Model 1 appears to provide more accurate predictions of liquefaction severity.  



129 

 

Table 17. Computed LPIish values and prediction error for the Oklahoma liquefaction triggering 

model based on the ZR19_IZ dataset and both rd and MSF models.  

Sounding Site 

rd Model 

1 1 2 2 

MSF Model 

1 2 1 2 

LPIish 
Prediction 

Error 
LPIish 

Prediction 

Error 
LPIish 

Prediction 

Error 
LPIish 

Prediction 

Error 

CPT-01 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

CPT-02 1 0.0 -4.0 0.0 -4.0 0.0 -4.0 0.0 -4.0 

CPT-03 1 0.0 -4.0 0.0 -4.0 0.0 -4.0 0.0 -4.0 

CPT-04 2 0.2 -3.8 2.3 -1.7 0.0 -4.0 1.1 -2.9 

CPT-05 2 1.0 -3.0 2.7 -1.3 0.0 -4.0 1.8 -2.2 

CPT-06 2 2.4 0.0 4.9 0.9 2.3 0.0 4.7 0.7 

CPT-07 2 1.6 0.0 5.8 1.8 1.7 0.0 6.2 2.2 

CPT-08 2 2.7 0.0 5.9 1.9 2.1 0.0 5.0 1.0 

CPT-09 2 0.1 0.0 2.8 0.0 0.0 0.0 1.9 0.0 

CPT-10 3 1.0 -3.0 4.1 0.0 0.9 -3.1 4.1 0.0 

CPT-11 3 20.5 0.0 24.8 0.0 20.9 0.0 25.2 0.0 

CPT-12 3 3.1 -0.9 7.8 0.0 3.1 -0.9 7.7 0.0 

CPT-13 3 7.8 3.8 12.3 8.3 7.2 3.2 11.6 7.6 

CPT-14 3 0.0 0.0 0.6 0.0 0.0 0.0 0.5 0.0 

CPT-15 3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

 

6 Summary and Conclusion 

Although several models are commonly used in practice for assessing liquefaction potential due to tectonic 

earthquakes, these models are semi-empirical, with the empirical aspects being derived from data primarily 

taken from moderate-sized tectonic earthquakes in active shallow-crustal tectonic regimes. As a result, the 

suitability of these models for evaluating liquefaction triggering for induced earthquakes in Oklahoma, 

Texas, and Kansas is uncertain, due to differences in ground motion characteristics and regional geologies. 

To address this, a new liquefaction triggering model was developed for assessing the liquefaction hazard 

due to earthquakes resulting from deep wastewater injection in Oklahoma, Texas, and Kansas. This 

liquefaction triggering model was developed based on the approach used in Green et al. (2017) and Green 

et al. (2020) to develop analogous models for evaluating liquefaction triggering in the central and eastern 

United States (CEUS) and the Groningen region of the Netherlands. This approach involved regressing new 

stress reduction factor (rd) and Magnitude Scaling Factor (MSF) relationships based on numerical site 

response analyses performed using a catalog of induced ground motions and representative soil profiles 
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from the region. The new rd and MSF relationships can be used to compute normalized cyclic stress ratio 

(CSR*) which can be used in conjunction with the normalized cyclic resistance ratio (CRRM7.5) curves from 

Green et al. (2019) to estimate liquefaction potential for induced earthquakes in Oklahoma, Texas, and 

Kansas. 

The new rd relationship for induced seismicity predicts lower values of rd than the models developed for 

tectonic earthquakes at all depths. This is consistent with observations by Novakovic et al. (2018) and 

Zalachoris and Rathje (2019) that induced earthquake ground motions tend to have higher amplitude high-

frequency content than tectonic earthquakes. These high frequency motions lead to less rigid soil column 

response and, hence, lower rd. Time-weighted average small-strain shear wave velocity of the upper 12 m 

(Vs12) is shown to be a significant predictor of rd. However, rd for the model developed herein did not scale 

as strongly with Vs12 as it did for the Lasley et al. (2016) rd models for the CEUS and western United States 

(WUS). This may be a corollary to the observation made by Zalachoris and Rathje (2019) that induced 

ground motions in Oklahoma do not scale as strongly with Vs30. MSF for the model developed herein tend 

to be significantly lower than MSF for existing models. This is consistent with the observations of Boore 

and Thompson (2015) that path duration tends to increase much more rapidly with hypocentral distance 

(Rhyp) in the CEUS than in the WUS. The resulting trends in rd and MSF for the induced seismicity-specific 

liquefaction triggering model lead to a lower factor of safety against liquefaction (FSliq) at depths shallower 

than ~2.5 m and higher FSliq at depths deeper than 2.5 m than would be predicted by existing models for 

tectonic earthquakes. As a result, existing models will tend to under-predict liquefaction potential during 

induced earthquakes in the upper 2.5 m and over-predict liquefaction potential during induced earthquakes 

for depths greater than 2.5 m. 

To assess the efficacy of the new liquefaction triggering model, detailed geotechnical site characterizations 

were performed at sites that experienced significant shaking during the 3 September 2016, Mw5.8 Pawnee, 

OK, earthquake. Cone Penetration Tests (CPT), Multichannel Analysis of Surface Waves (MASW) tests, 

and Horizontal-to-Vertical Spectral Ratio (HVSR) tests were performed at each site. Liquefaction potential 

was computed at each test location using the model developed herein as well as several existing models for 

tectonic earthquakes. The severity of surficial liquefaction manifestations at each test location were 

predicted using the Ishihara-inspired Liquefaction Potential Index (LPIish) (Maurer et al. 2015b). Computed 

LPIish values and the corresponding predicted liquefaction surficial manifestation severity categories were 

compared to the documented observations of liquefaction manifestations made following the Pawnee event 

to evaluate the accuracy of the selected models.  

At most locations evaluated, predictions from the new liquefaction triggering model were more consistent 

with field observations than predictions from existing models. The models developed for tectonic 
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earthquakes tended to over-predict the severity of liquefaction for the Pawnee earthquake. While the new 

model slightly under-predicts liquefaction severity at some sites, it generally provided accurate predictions 

of liquefaction severity at the Pawnee test locations. There were several sites where either liquefaction is 

predicted by all models but was not observed or where liquefaction is not predicted by any of the models 

used but was observed following the Pawnee event. This may be due to underreporting of liquefaction 

extent or due to difficulties in matching post-event damage surveys with field test locations. In general, this 

study showed that the new induced seismicity-specific triggering model provides a more accurate 

assessment of the liquefaction hazard for the Pawnee event.  

Accounting for the observed differences in liquefaction potential for induced and tectonic earthquakes is 

important when considering seismic design and policy in areas subject to induced seismicity. The findings 

of this study show that existing methods used to assess the liquefaction potential of tectonic earthquakes 

tend to over-predict the liquefaction potential for a given induced earthquake. As a result, use of traditional 

liquefaction triggering models in design may lead to over-conservatism in design and increased costs.  

The current study considers liquefaction potential from induced earthquakes in a single case study area (i.e., 

Oklahoma, Texas, and Kansas). As confirmed in this study, relationships for rd and MSF vary by region 

and seismic source. As a result, research into liquefaction potential from induced earthquakes in other 

regions is also needed.  

It is important to note, that while the findings of this study show that the liquefaction potential from induced 

earthquakes is less than from tectonic earthquakes, the overall risk of liquefaction in areas currently 

experiencing liquefaction is still likely higher than historic levels due to the increased rate of induced 

seismicity in these areas.  
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